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a b s t r a c t

One of the most studied and least well understood phenomena in episodic memory is
the word frequency effect (WFE). The WFE is expressed as a mirror pattern where
uncommon low frequency words (LF) are better recognized than common high fre-
quency words (HF) by way of a higher HR and lower FAR. One explanation for the
HR difference is the early-phase elevated-attention hypothesis which proposes two
stages of encoding. In the first, called the early-phase, words are identified based on
orthographic and/or phonological characteristics. LF words are composed of atypical
features making their identification more difficult than HF words. This relative diffi-
culty during the early-phase results in the LF HR advantage. The first two experiments
test the proposal that LF words are better recognized due to their distinct lexical fea-
tures. The second stage of encoding, called the late phase, consists of controlled pro-
cessing where the semantic features of the item are paramount. According to the
early-phase elevated-attention hypothesis, semantic features of HF and LF words do
not differ in diagnosticity and do not contribute to the word frequency effect. We find
evidence for this assumption in the final experiment by comparing memory for words
and objects.

� 2008 Elsevier Inc. All rights reserved.
The occurrences of uncommon words are better recog-
nized than the occurrences of common words (Glanzer &
Adams, 1985; Schulman, 1967; Shepard, 1967): The hit
rate (HR) is greater and the false alarm rate (FAR) is lower
for uncommon words. Despite over 40 years of research,
there is no consensus on how to explain the word fre-
quency effect (WFE). The WFE has been attributed to a
variety of different factors or mechanisms (Criss & Shiffrin,
2004a; Dennis & Humphreys, 2001; Glanzer & Adams,
1990; Malmberg & Murnane, 2002; Malmberg, Steyvers,
Stephens, & Shiffrin, 2002; McClelland & Chappell, 1998;
Murdock, 2003; Reder et al., 2000; Shiffrin & Steyvers,
1997; Steyvers & Malmberg, 2003). The focus of this article
is the elevated-attention hypothesis, which proposes that a
. All rights reserved.

syr.edu (A.H. Criss),
differential amount of attention is devoted to high fre-
quency (HF) vs. low frequency (LF) words, with more
attention given to the latter, giving rise to the word fre-
quency effect (Brown, 1976; Glanzer & Adams, 1990; Lock-
hart, Craik, & Jacoby, 1976; Malmberg & Nelson, 2003;
Shepard, 1967). We are specifically concerned with the
type of information that gives rise to WFE.

The Attention Likelihood Theory (ALT; Glanzer &
Adams, 1990) is one well-known elevated-attention mod-
el. ALT assumes that LF words attract more attention dur-
ing encoding than HF words, and thus a greater number of
features are ‘‘marked” in a LF memory trace than in a HF
memory trace. This produces the LF HR advantage. The LF
FAR advantage is produced by a meta-cognitive judgment
that discounts a certain number of marked features for LF
words on the expectation that the trace of a recently stud-
ied LF word should contain a relatively large number of
marked features if it were studied. Thus, the system
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requires more evidence to respond positively to LF than to
HF words.1

One of the critical predictions of ALT is that factors that
influence the mirror patterned WFE should have equal im-
pact on HRs and FARs. Under no condition should a LF HR
advantage be observed in the absence of a LF FAR advan-
tage and vice versa. Other versions of the elevated-atten-
tion hypothesis predict that only the magnitude of LF HR
advantage should be positively related to the amount of
attentional resources available during study. To test this
prediction, Malmberg and Nelson (2003) varied study
duration on the assumption that increases in study time
would result in increases in the amount of attentional re-
sources available during encoding. The result was that
increasing study time increased the LF HR advantage when
study durations were relatively short (i.e., .25–1.0 s) but
not when study times were relatively long (i.e., greater
than 1.0 s). At the shortest study time, the LF HR advantage
was not observed, but an intact LF FAR advantage was al-
ways observed. This complex relationship between study
time and the LF HR advantage was difficult for ALT and
other versions the elevated-attention hypothesis to
explain.

Malmberg and Nelson (2003) also explored how a dif-
ferent form of attentional load affected the WFE by having
subjects study pairs of words and testing memory with
single items. In accordance with the elevated-attention
assumption they assumed that LF words attract more
attention than HF words on average. Hence, words studied
with LF words should receive less attentional resources
during study than words studied with HF words. If the LF
HR advantage results from extra attention devoted to LF
words, the effect should be disrupted when attentional re-
sources are taxed. Their results demonstrated poorer per-
formance for words studied with LF words than words
studied with HF words only when study time was limited
to 800 ms per pair. When 4000 ms of study time per pair
was available, pair-type had no effect. Critically, no LF HR
advantage was observed in the 800 ms study condition
where attentional resources were taxed, but the LF HR
advantage was observed in the 4000 ms study time condi-
tion where attentional resources were not fully taxed. De-
spite the variable pattern of LF HR advantages, an LF FAR
advantage was consistently observed. These results discon-
firmed the ALT account of the WFE for two reasons: The LF
FAR advantage was observed in the absence of the LF HR
advantage and the LF HR advantage was only observed
for study times greater than 800 ms.

The early-phase elevated-attention hypothesis

To account for these findings, Malmberg and Nelson
(2003) proposed the early-phase elevated-attention hypoth-
esis (EPEA). ALT makes no distinction between features
representing lexical aspects vs. semantic aspects of words.
In contrast, the early-phase elevated-attention hypothesis
1 Several of ALT’s assumptions have been refuted (e.g., Balakrishnan &
Ratcliff, 1996; Criss & McClelland, 2006; Hintzman, 1994; Malmberg &
Murnane, 2002), but other variants of the elevated-attention hypothesis
remain viable.
assumes two successive phases of encoding a word into
episodic memory. During the early-phase, words are iden-
tified based on phonological and/or orthographic charac-
teristics. As a result, the meaning of the word is retrieved
and held in short term/working memory. During the late
phase, participants actively control the processing of high-
er level semantic features of the words held in short term
memory. Encoding strategies such as rehearsal, sentence
formation, imagery, and others are assumed to occur dur-
ing this later controlled phase of encoding (Atkinson &
Shiffrin, 1968; Nelson & Narens, 1990). Accordingly, the
EPEA hypothesis assumes that the LF HR advantage is
due to increased attentional resources allocated to LF
words relative to HF words during the early-phase in
which the word is identified, and the late phase does not
contribute to the LF HR advantage.

A critical assumption is that uncommon words are more
difficult to identify than common words. Evidence that LF
words are more difficult to process or attract more atten-
tion than HF words comes from several types of experi-
ments. Some show that identification latencies are longer
for LF than HF words (e.g., Besner & McCann, 1987; Borow-
sky & Besner, 1993; Forster & Chambers, 1973; Scarbor-
ough, Cortese, & Scarborough, 1977), others show that
naming a picture paired with an unrelated word is slower
when that word is LF rather than HF (Miozzo & Caramazza,
2003), and still other experiments show that performance
is less accurate or slower on a secondary task while study-
ing LF words compared to when HF words are studied (Na-
veh-Benjamin, Craik, Guez, & Dori, 1998; Naveh-Benjamin
& Guez, 2000).

The relative difficulty in identifying LF words and the
subsequent benefit in recognition memory may result from
the uncommon structural aspects of LF words. Evidence
that the structure of LF and HF words differs comes from
Landauer and Streeter (1973). They found that HF words
have more neighbors (words that differ by a single letter)
and those neighbors tend to be of higher frequency than
the neighbors of LF words. They also found that LF words
are composed of longer phonemes than HF words (holding
word length constant) and that the distribution of letters is
different for HF and LF words (e.g., the letters T, L, and E are
relatively more common in HF words and the letters S, P,
and A are relatively more common in LF words). The
uncommon structural aspects of LF words may aid recogni-
tion memory. Words with uncommon letters are recog-
nized better than words with common letters, even when
normative word frequency is held constant (Malmberg
et al., 2002) and words rated by participants as ortho-
graphically distinct are better recognized than words rated
less distinct (Zechmeister, 1972).

According to the EPEA hypothesis, the relative difficulty
in processing LF words requires additional resources dur-
ing encoding which results in a more complete, accurate,
and/or more diagnostic trace stored in episodic memory.
This in turn increases the ability to later recognize a word
that was more difficult to initially process. Bjork (1994)
proposed that factors that make learning more difficult
lead to better memory performance. For instance, generat-
ing items vs. reading items requires differences in effort
during study and this often enhances memory (Slamecka



3 The early-phase elevated-attention hypothesis is not committed to a
single measure of orthography such as the letter frequency measure we
employ. Rather, the hypothesis is more general and claims that difficult
orthographic/phonological properties require extra attention to identify

A.H. Criss, K.J. Malmberg / Journal of Memory and Language 59 (2008) 331–345 333
& Graf, 1978; Westerman & Greene, 1997, but also see Ser-
ra & Nairne, 1993). Additionally, post-masking a brief pre-
sentation of word actually improves recognition memory
(Hirshman & Mulligan, 1991; Hirshman, Trembath, & Mul-
ligan, 1994; Mulligan, 2000). Thus, there is convergent
support for the assumption that recognition memory is im-
proved by making words more difficult to identify.

In sum, there is evidence that an early-phase of encod-
ing, during which word identification occurs, is responsible
for a substantial portion of the LF HR advantage in episodic
memory. The assumption that the later phase of encoding
does not typically contribute to the LF HR advantage is a bit
more speculative at this time. Malmberg and Nelson
(2003) proposed that the semantic and associative features
stored during this phase are similarly distinct for LF and HF
words. For instance, trout and halibut vary in the rate with
which they occur in everyday life, but they are likely to in-
voke similar thoughts having to do with water, fishing, din-
ner, etc. However, if more is typically known about HF
words than LF words, it is even possible that the late phase
could favor HF words due to the ability to store additional
(but not more diagnostic) information about them. If so,
then operations that enhance semantic encoding might
disrupt and possibly reduce the LF HR advantage.

To test this assumption, Criss and Shiffrin (2004a) had
participants perform a wide variety of different orienting
tasks during study (e.g., Craik & Tulving, 1975). All tasks,
with the exception of one, eliminated or drastically re-
duced the LF HR advantage (for similar results see Glanc
& Greene, 2007; Guttentag & Carrol, 1997; Hirshman &
Ardnt, 1997; Mandler, Goodman, & Wilkes-Gibbs, 1982).
The exception was a task that required a judgment about
whether or not the word contained any unusual letters.
In this condition and when participants are left to their
own devices with no assigned task, the LF HR advantage
was observed. Criss and Shiffrin (2004a) also manipulated
study time. Their findings support the assumption of the
EPEA hypothesis that the LF HR advantage should emerge
in first second or so of study time when it is observed
and it should not increase in magnitude with greater
amounts of study time. Together, these findings suggest
that participants encode task relevant features during the
late phase of encoding. When engaged in semantic tasks
(i.e., concreteness task) they store additional semantic fea-
tures. When engaged in tasks focused on orthography (i.e.,
unusual letters task) they store additional orthographic
features reintroducing a higher HR for LF words.2

This paper consists of experiments addressing both the
early- and late-phases of processing outlined above. The
first section tests the idea that the LF HR advantage results
from the unusual features present in LF words (i.e., letters,
bigrams, trigrams, etc.) making them more difficult to pro-
cess and identify during the early-phase of encoding. To
the extent that the LF HR advantage results from differ-
ences in the amount of attention required to identify
words, the effect can be eliminated by holding orthogra-
phy/phonology constant. Then we consider the assumption
2 We are not proposing that orthography/phonology is to equivalent
word frequency nor are we claiming that manipulations of orthography/
phonology must demonstrate similar effects as WF.
that semantic and associative features that are the focus of
the later phase of encoding do not differ in diagnosticity as
a function of normative word frequency. Hence, when
encoding of the orthographic/phonological information
associated with lexical access is rendered unimportant or
unnecessary, the LF HR advantage should also be
eliminated.

Experiment 1

In this experiment, letter frequency, normative word
frequency, study time, and the orienting task are manipu-
lated within a single study list. We operationally define
orthography/phonology as letter frequency (see Malmberg
et al., 2002, for a complete description of the measure and
a table of relative frequencies of letter by position in the
word).3 The origin of this measure is the Retrieving Effec-
tively from Memory (REM) model of episodic memory (Shif-
frin & Steyvers, 1997). In REM, the amount of positive
evidence provided by a match is determined by the diagnos-
ticity of the particular matching feature. An uncommon fea-
ture provides more evidence that the test item was studied
because matching an uncommon feature is unlikely to occur
by chance. Malmberg et al. tested this principle and found
that diagnosticity was positively related to recognition
memory performance. For orienting task, we include the
unusual letters task and no task because both induce a LF
HR advantage when letter frequency is not controlled. We
also include the concreteness task, one of the many tasks
that eliminate the LF HR advantage (Criss & Shiffrin, 2004a).

Predictions of the early-phase elevated-attention hypothesis

To the extent that the benefit for LF targets in prior
studies was the result of the extra attention allocated to
them based on their orthographic distinctiveness, then
there should be an advantage for targets composed of dis-
tinct letters. Based on prior results and assumptions of the
EPEA hypothesis, we also predict that the benefit of dis-
tinct letters will emerge within one second and the magni-
tude of that benefit will not grow with additional encoding
time (e.g., Criss & Shiffrin, 2004a; Malmberg & Nelson,
2003). The strictest interpretation of the EPEA hypothesis
predicts no difference in the attentional resources devoted
to encoding LF and HF words when letter frequency is held
constant.

Moreover, the predictions hold for all orienting tasks.
According to the EPEA hypothesis, the effect of letter fre-
quency is obligatory and results from word identification.
Thus, the effect of letter frequency should not be sensitive
to the demands of the orienting task during the late phase
of controlled processing. When letter frequency was not
resulting in an episodic memory trace that is more accurate and/or
diagnostic enhancing recognition memory. We assume that one factor
contributing to word identification during the early-phase of encoding is
letter frequency. To the best of our knowledge, this operational definition of
orthography has not been explored in the word recognition literature.
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controlled, Criss and Shiffrin (2004a) showed that LF HRs
are greater than HF HRs when encoded with the unusual
letters task but LF and HF HRs are not different for other
orienting tasks. They attributed the equal HRs to task de-
mands requiring processing of semantic features during
the late phase. They attributed the reintroduction of the
LF HR advantage with the unusual letters task to the
encoding of orthography during the late phase of con-
trolled processing. In this experiment where letter fre-
quency is held constant for LF and HF words, directing
attention to orthography will not differentially benefit LF
words because they are now equivalent on this factor.
Thus, the prediction is that neither word frequency nor let-
ter frequency will interact with the orienting task.

Method

Participants
Ninety people from the Indiana University or Carnegie

Mellon University communities participated in the experi-
ment in exchange for partial course credit or $7.00 per
hour.

Materials
The word pool consisted of 4 sets of 72 words taken from

Malmberg et al. (2002). Normative word frequency and nor-
mative letter frequency (which is a function of both the let-
ter itself and its position in the word; see the original source
for additional details including the actual stimuli) were
orthogonally crossed to form the word sets, see Table 1.
The HF words averaged 24.45 times per million (range 15–
39) and the LF words averaged 4.35 times per million (range
3–7) in the Celex database (Baayen, Piepenbrock, & Gulikers,
1995). This range of word frequencies is known to produce
the typical mirror patterned word frequency effect (e.g.,
Estes & Maddox, 1995). The words with distinct letters had
a relative mean letter frequency of .053 and the words with
typical letters had a mean letter frequency of .0945, and this
range of letter frequencies is known to produce a mirror ef-
fect (Malmberg et al., 2002). Words within each set were as-
signed to be a foil or assigned to one of the target conditions
randomly for each participant.

Procedure and design
Word frequency (HF and LF), letter frequency (distinct

and typical), study time (0.5, 1, and 3 s), and orienting task
Table 1
Mean values of normative word frequency and letter frequency

Word frequency condition Letter frequency condition

Distinct Typical

Letter frequency

Low .052 (.012) .095 (.012)
High .054 (.011) .094 (.013)

Word frequency

Low 4.1 (1.2) 4.6 (1.4)
High 23.6 (6.6) 25.3 (7.2)

Note. Standard deviations are in parentheses. Adapted from Appendix B of
Malmberg et al. (2002).
(concreteness, unusual letters, and no task) were manipu-
lated within participant, within list. The concreteness task
asks, ‘‘Does this word represent something you can see,
hear, taste, smell, or feel?” The unusual letters task asks,
‘‘Does this word contain any unusual letters?” The no task
condition does not require any response from the partici-
pant. In addition to the question appearing on the screen,
the background color of the screen and the color of the
word varied with orienting task as an additional cue to per-
form the appropriate task. Each participant was informed
that an unspecified memory test would follow the study
list.

The study list consisted of 144 words, equally divided
among the 36 conditions. The order of trials was randomly
assigned for each participant. On each study trial, a blank
screen appeared for 150 ms followed by a screen contain-
ing the study word and the question to be answered (trials
in the no task condition did not include a question). The re-
sponse could be entered at any time during the trial, how-
ever, the screen did not change until the appropriate
amount of study time passed and then the next trial began.
At the end of the study list, participants engaged in 30 s of
math problems followed by 288 individual test items. The
test was a yes–no recognition memory test and consisted
of all 144 targets (an equal number from each condition)
along with an equal number of foils, randomly intermixed.
The foils consisted of an equal number of words from the 4
conditions crossing word frequency and letter frequency.
An alpha level of .05 was used for all statistical tests.

Results and discussion

The HRs are shown in Fig. 1. A 2 � 3 � 3 � 2 repeated
measures analysis of variance (ANOVA) was conducted
on the HRs (letter frequency, study time, orienting task,
and word frequency). Neither word frequency nor ortho-
graphic distinctiveness interacted with orienting task, as
predicted. There was a reliable interaction between study
time and orienting task, F(4,356) = 3.12, MSE = .047,
p = .015, due to the slightly more shallow increase in HR
as a function of study time for the no task condition com-
pared to the other encoding tasks. No other interactions
approached significance.

HRs for words with distinct letters were greater than
HRs for words with typical letters, F(1,89) = 6.16,
MSE = .079, p = .015. HRs were positively related to study
time, F(2,178) = 67.53, MSE = .066, p < .001. There was a
main effect of orienting task, F(1,178) = 77.23, MSE = .078,
p < .001. The effect of orienting task was further analyzed
with Bonferroni adjusted post-hoc tests showing that HRs
are ordered as follows concreteness > unusual letters > no
task. Importantly, there was not a reliable effect of word
frequency, F < 1.

In accord with the predictions, targets composed of dis-
tinct letters were better remembered than words com-
posed of typical letters for all orienting tasks, and this
effect was present within the first second of encoding
and did not change in magnitude thereafter (i.e., there
was no encoding time by letter frequency interaction). This
novel finding provides evidence that letter frequency con-
tributes to word identification and is therefore not sensi-
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Fig. 1. Hit rates (HR) for words in Experiment 1 plotted separately for
each encoding task. The top panel shows performance for words encoded
with the concreteness task, the middle panel shows performance for the
unusual letters task, and the bottom panel shows performance for words
encoded with out any defined task. Low frequency (LF) HRs are plotted on
the left and high frequency (HF) HRs are plotted on the right. Words
composed of distinct letters are show as white circles and words
composed of typical letters are shown as black circles.

Table 2
Mean and standard errors of the mean for false alarms to low and high
frequency words as a function of letter frequency

Word frequency Letter frequency

Distinct Typical

Experiment 1 Low .248 (.021) .292 (.020)
High .273 (.020) .311 (.020)

Experiment 2 Low .192 (.018) .235 (.022)
High .208 (.021) .273 (.027)
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tive to task demands and other processes that take place
during the late phase of encoding.

There was no difference between LF and HF HRs and the
orienting task by WF interaction approached but did not
achieve significance, F(2,178) = 2.41, MSE = .065, p = .093.
Nevertheless, we examined simple main effects of WF
separately for each orienting task. Replicating prior find-
ings and consistent with our predictions, we did not find
a reliable difference in HRs for the concreteness task,
F(1,89) = 1.12. Consistent with the EPEA hypothesis, we
found no difference between LF and HF HRs for words en-
coded with the unusual letters task, F < 1, probably be-
cause we controlled for that dimension. Inspection of
Fig. 1 suggests a greater HR for LF than HF words in the
no task condition, consistent with the findings of Malm-
berg et al. (2002). However, this effect is not reliable,
F(1,89) = 3.51, MSE = .045, p = .064.

The FARs are listed in Table 2. A 2 � 2 repeated mea-
sures ANOVA (word frequency and letter frequency) indi-
cates that FARs were greater for HF words than LF words,
F(1,89) = 4.72, MSE = .009, p = .032, and FARs were greater
for words with typical letters than for words with distinct
letters, F(1,89) = 16.09, MSE = .009, p < .001. The interac-
tion was not significant, F < 1.0.

Experiment 2

The goal of this experiment is to replicate the critical
conditions of Experiment 1 and to obtain additional data
for the no task condition. In this experiment, normative
WF, letter frequency, and orienting task (letter task and
no task) were manipulated.

Method

Participants
Fifty undergraduates at Syracuse University partici-

pated to fulfill a course requirement. Two failed to follow
instructions leaving 48 participants who contributed data
to the analyses reported below.

Materials
The materials were identical to Experiment 1.

Procedure and design
Word frequency (HF and LF), letter frequency (distinct

and typical), and orienting task (unusual letters and no
task) were manipulated within participant, within list.
The study list consisted of 144 words equally divided
among the 8 conditions. Each study trial consisted of a
blank screen for approximately 150 ms followed by the
study word which appeared for 1.5 s during which time
the participant completed the unusual letters task or en-
gaged in no task. The test list consisted of all targets and
an equal number of foils randomly intermixed anew for
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each participant. All remaining details were identical to
Experiment 1.

Results and discussion

HRs are plotted in Fig. 2. A 2 � 2 � 2 repeated measures
ANOVA on HRs (letter frequency, orienting task and word
frequency) revealed a reliable three-way interaction,
F(1,47) = 7.21, MSE = .011, p = .01 thus we consider the
two tasks separately. The results of the unusual letters task
condition replicated the results of Experiment 1: HRs were
significantly greater for words composed of distinct letters
than for words composed of typical letters, F(1,47) = 15.76,
MSE = .015, p < .001, and there was a null effect of word fre-
quency, F(1,47) = 2.41. The interaction was also unreliable,
F(1,47) = 2.12. A 2 � 2 repeated measures ANOVA on HRs
in the no task condition revealed a main effect of letter fre-
quency that approached significance, F(1,47) = 3.40,
MSE = .015, p = .071, and no reliable effect of word fre-
quency, F(1,47) = 1.48. There was an interaction between
word frequency and letter frequency, F(1,47) = 4.80,
MSE = .012, such that HRs were greater for LF words com-
posed of distinct letters than typical letters, t(47) = 2.67,
p = .01, but no difference for HF words, t(47) = .05.

The FARs are shown in Table 2. A 2 � 2 repeated mea-
sures analysis of variance (ANOVA) (word frequency and
letter frequency) replicated Experiment 1 with a greater
FAR for HF than LF words, F(1,47) = 16.96, MSE = .008,
p < .001 and a greater FAR for words with typical than dis-
tinct letters, F(1,47) = 6.75, MSE = .005, p = .012. The inter-
action was not significant, F(1,47) = 2.18.

Discussion of Experiments 1 and 2

The results of Experiments 1 and 2 indicate that ortho-
graphic aspects of words play an important role in recogni-
tion memory (Criss & Shiffrin, 2004a; Estes & Maddox,
2002; Glanc & Greene, 2007; Hunt & Elliott, 1980; Malm-
berg et al., 2002; Shiffrin & Steyvers, 1997; Zechmeister,
1972). The persistent distinctive letter HR effect across
Unusual Letters Task
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Fig. 2. HRs for words in Experiment 2. The left panel shows the hit rates
(HR) for targets encoded during the unusual letters task. The right panel
shows the HRs for targets encoded without any orienting task. Letter
frequency (typical or distinct) and word frequency (LF, low frequency; HF,
high frequency) were orthogonally manipulated.
all orienting tasks and its emergence within the first sec-
ond of study confirm predictions of the EPEA hypothesis.
Words are identified before a later controlled phase of
encoding occurs. Overcoming the difficulty associated with
identifying words with uncommon orthography demands
attention, and thus enhanced encoding. Since the effect
of letter frequency occurs during the early-phase of word
identification, it is not subject to control by the participant
and occurs independently of the attention directed to var-
ious subsets of features during the later stages of
processing.

When certain orienting tasks are used during study the
LF HR advantage is eliminated. Here, this occurred with the
use of a concreteness task, replicating the results of prior
experiments (Criss & Shiffrin, 2004a; Hirshman & Arndt,
1997). Perhaps more importantly, the LF HR advantage
was eliminated when we controlled for orthographic dis-
tinctiveness even when participants were engaged in a
task focused on unusual letters. In prior experiments, letter
frequency was not controlled and the LF HR advantage was
observed for words encoded with this task (Criss & Shiffrin,
2004a). There, focused attention on orthography during
the late stage of encoding could have preserved the LF
HR advantage. It is interesting to note that attending to
orthography benefits encoding; HRs are greater for the
unusual letters task than no task. One possibility is that
the storage of new orthographic features prior to the con-
trolled phase of encoding increased the vigilance of partic-
ipants during study.

When no orienting task is specified and letter frequency
is controlled, the results are more variable over all. In one
published experiment, LF targets are better remembered
than HF targets (Malmberg et al., 2002), marginal trends
were observed in Experiment 1, but there was no LF HR
advantage in Experiment 2. This makes sense, since we
do not know (or at least cannot be reasonably certain)
what participants are attending to when left to their own
devices and they may have idiosyncratic encoding strate-
gies or even lapses in attention. What is striking, however,
is that these studies all demonstrate an effect of letter dis-
tinctiveness. The reliability of letter frequency effects and
transient effects of WF in these studies suggests that WFEs
might be influenced by subtle differences in samples or
procedures.

Experiment 3

In the prior experiments, we varied orthographic dis-
tinctiveness and orienting task in ways that would affect
the LF HR advantage as predicted by the EPEA hypothesis.
In the next two experiments, we explored what would
happen if we eliminated orthographic information as a
source of mnemonic evidence. Malmberg and Nelson
(2003) assumed that the semantic characteristics of words
do not contribute to the LF HR advantage. To test this, we
compare recognition performance for objects and their
dominant labels which vary in normative frequency (Snod-
grass & Vanderwart, 1980).

A number of studies suggest that words and objects are
encoded in different ways (see Nelson, 1979, for a review;
Martin & Wiggs, 1997). This might be due to how their
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physical characteristics are processed and represented in
memory. Consider that certain features of words are
invariant from encounter to encounter (e.g., orthography
and phonology). Moreover, these relatively low level fea-
tures vary in how often they are encountered, and thus
some features or combinations of features may attract
more attention in order to identify the words that they
comprise (Malmberg et al., 2002). On the other hand, the
features of any given object can be combined in an infinite
number of ways, and thus the visual system must be able
to identify objects from a potentially infinite number of
view points (Biederman, 1987; Hayward & Tarr, 1997;
Hummel & Biederman, 1992; Poggio & Edelman, 1990).
How object recognition occurs is a controversial topic,
but the ability to recognize objects from a variety of view-
points is not. The high variability in how objects are
viewed is in stark contrast to the stability with which
words are viewed. Because the features of the same object
may be viewed in a variety of different ways, object fea-
tures probably do not vary in frequency of occurrence in
the same way that orthographic features vary in frequency
of occurrence.

The sensory/semantic model was developed by D.L. Nel-
son and colleagues (e.g., Nelson, 1979; Nelson & Brooks,
1973; Nelson, Reed, & McEvoy, 1977) to account for several
recall findings that were difficult to explain by the then
dominant dual code theory (Paivio, 1971). To the best of
our knowledge the sensory/semantic model has never
been applied to recognition memory. Here we do so by
combining it with the EPEA hypothesis. The sensory/
semantic model is depicted in Fig. 3, and it makes four
assumptions:

1. There are different types of features that can be used to
encode an object or a word: visual, orthographic, pho-
nological, and meaning. The meaning features are
assumed to be functionally the same regardless of
whether they are accessed as the result of the presenta-
tion of an object or a word.

2. There are constraints on the order in which these differ-
ent features are accessed. Assuming a visual stimulus
presentation, both visual and orthographic features
Mean
Features
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Stimulus

Phonological
Features

Visual
Features

Orthographic
Features

Word
Stimulus

Meaning
Features

Object
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Phonological
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Visual
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Fig. 3. The sensory/semantic model of D.L. Nelson and colleagues.
can directly access meaning features. Alternatively,
and perhaps in parallel, the meaning features may be
accessed via phonological features when a word is pre-
sented, but not when an object is presented. In order to
access the phonological or orthographic features associ-
ated with an object, the object’s meaning features must
first be accessed.

3. Attention can be directed to a subset of the different
types of features, which will affect the types of features
that are encoded (cf., Criss & Shiffrin, 2005; Underwood,
1969).

4. More than one type of feature can be encoded; the more
types of features encoded and used during retrieval, the
more distinctive the resulting trace will be. Distinctive-
ness is assumed to be positively related to memory
performance.4

When an object is studied, visual and meaning features
are stored. The model predicts no WFE when objects are
studied because we assume that neither visual object fea-
tures nor semantic features differ in diagnosticity. One dif-
ference between encoding a word and an object is the
availability of orthographic features during initial encod-
ing. LF words are more difficult to identify due to their
unusual orthographic properties (i.e., as reviewed earlier
in this paper). Perhaps, in addition, the direct path from
orthographic features to meaning is less likely to be pur-
sued for LF words and the phonologically mediated path
might be more likely to be pursued. If so, phonological fea-
tures would be more likely to be stored for LF than HF
words, which would lead to more types of features stored
and a more diagnostic LF episodic trace according to the
sensory/semantic model. Lastly, the additional resources
required to identify a LF word (i.e., access its meaning)
via either pathway might increase the probability of stor-
ing orthographic features, which we assume gives rise to
the LF HR advantage.

Merging the sensory/semantic model with assumptions
from the EPEA hypothesis predicts the standard LF HR
advantage only when words are studied and words are
tested because only in this case are the orthographic fea-
tures present in both the memory trace and test probe.
We expect no difference between the LF and HF HR when
objects are studied and tested because orthographic fea-
tures are unlikely to play a role. This prediction does not
require the strong assumption outlined above that the fea-
tures of objects do not vary in normative frequency. One
need merely assume that the normative frequency of indi-
vidual features of the object is not correlated with letter
frequency of the object’s label.5 Likewise, in the mixed con-
ditions (words are studied and objects are tested or objects
are studied and words are tested) we expect no LF HR
advantage because these decisions primarily rely on seman-
4 The authors usually mean that features themselves vary in distinctive-
ness. But Nelson et al. mean that encoding many different types of features
makes a trace less confusable with other traces. For instance, ball and ball
can be distinguished based only on the visual features associated with
sports versus dances.

5 We thank an anonymous reviewer for pointing this out.
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tic features which we assume do not differ in diagnosticity
as a function of frequency.

In the next experiment, participants studied either ob-
jects or their single word labels that varied in normative
frequency and are then tested with words or objects. An
auxiliary assumption to the predictions just outlined is
that the frequency with which words occur in the natural
language is correlated with the frequency with which the
whole object occurs in the environment. To address the
validity of this assumption, we first conducted an experi-
ment in which a list of objects was studied, and memory
for these objects was tested via free recall. The critical
question is whether variations in normative frequency of
the object’s to-be-recalled label would produce the stan-
dard findings of better recall of HF words.6

Experiment 3a

Methods

Participants
Thirty-three undergraduates at Indiana University par-

ticipated in exchange for course credit.

Materials
Objects were taken from the Snodgrass and Vanderwart

(1980) corpus of 260 objects. 240 of those objects have a
single word label and all stimuli used in the following
experiments were drawn from this set of 240. Note due
to constraints on the materials, letter frequency is not con-
trolled in these studies. The objects are well characterized
and normed on a number of dimensions including visual
complexity and WF, which are not correlated with one an-
other (see Snodgrass & Vanderwart). The labels range in
normative word frequency from 0 to 897 per million (Ku-
cera & Francis, 1967). People are generally very accurate
at naming the pictured objects. The highest rate of failure
to provide a name for any single picture was 1.7% (Snod-
grass & Vanderwart, 1980). Snodgrass and Yuditsky
(1996) reported that 89% of the words are correctly identi-
fied by at least 90% of the participants (and 76% of the
words are correctly identified by at least 95% of partici-
pants). For this free recall experiment it was critical that
the word recalled by the participant match the object label
provided by the corpus. Thus, the 60 objects used here
were those whose label was correctly identified most often
(all of which were correctly named by at least 95% of
participants).

Design and procedure
Four 15-object lists were randomly created for each

subject. Two study lists consisted of LF objects (1–4 per
million) and two study lists consisted of HF objects (59–
591 per million). Participants were instructed that they
would study a series of words or objects one at a time,
and that they should try to remember these stimuli for a
6 The HF advantage in recall is restricted to pure lists; studying a list of
mixed frequency produces inconsistent results (e.g., Gillund & Shiffrin,
1984).
future, memory test. Each object was presented for 1.5 s
with no inter-stimulus interval. Following a 30 s. distractor
task participants were instructed to recall as many items
from the most recent list in any order they chose. This
study-test cycle was repeated for each of the four lists in
a randomly determined order.

Results and discussion

The results of this experiment extended the pure list
normative frequency effect to objects: objects with HF la-
bels were recalled reliably more often than objects with
LF labels [.57 vs. .36, t(32) = 7.13]. Hence, normative object
and word frequency affect free recall similarly, and a null
effect of object frequency on recognition memory may
not be attributed to the fact that object frequency does
not affect episodic memory.7 Obviously, this experiment
does not answer the question of whether objects and their
corresponding labels are experienced with similar frequency
in the environment. However, the study does provide evi-
dence that object frequency (defined as frequency of the cor-
responding label) behaves in a manner similar to word
frequency.

Experiment 3b

In this study, we test the assumption that semantic
information does not contribute to the mirror patterned
word frequency effect by presenting participants with all
combinations of studying words or objects and testing
words or objects. In the two mixed conditions (i.e., study
one type and test the other type), there is no overlap be-
tween the physical characteristics of the items studied
and items tested. Semantic information must be used in
these conditions in order to perform above chance. Given
the large number of experiments suggesting that words
and objects are associated with the same semantic codes
in memory (see Nelson, 1979, for a review), performance
should be above chance in the mixed conditions if partici-
pants store semantic information at study and if they
probe with semantic information at test. Importantly, the
EPEA hypothesis assumes that semantic information does
not contribute to the word frequency effect (Malmberg &
Nelson, 2003) and hence we do not expect a LF advantage
in the mixed conditions. In addition, we assume that visual
object features do not vary in frequency (or alternatively
the frequency of visual object features is not correlated
with the frequency of letters in the object’s label). Thus,
the only condition in which the EPEA hypothesis predicts
an effect of prior normative frequency is when words are
studied and words are tested.
to differences in the accuracy with which subjects name HF and LF objects.
This is not the case. All objects used in this experiment are correctly named
at least 95% of the time. In addition, normative frequency is uncorrelated
with ability to generate a name (Snodgrass & Vanderwart, 1980), though
people are faster to name HF objects than LF objects (Snodgrass & Yuditsky,
1996).
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Method

Participants and materials
Two hundred and two undergraduate students at Indi-

ana University participated in exchange for course credit.
There were four between-subject conditions in this single
item yes–no recognition experiment: Words were studied
and words were tested (46 participants), objects were
studied and objects were tested (64 participants), words
were studied and the corresponding objects were tested
(46 participants), or objects were studied and the corre-
sponding words were tested (46 participants). Additional
subjects were run in the object–object condition in order
make sure that a small effect could be detected if it were
present even if performance was very accurate due to the
picture superiority effect.

For each subject, all 240 items from the Snodgrass and
Vanderwart (1980) corpus (see above) were randomly as-
signed to be either a target or a foil. Each of the 120 targets
was studied for 2.0 s with no inter-stimulus interval. The
study list was followed by a 30-s distractor task consisting
of mentally adding single digits. The test list consisted of
120 targets and 120 foils randomly intermixed. Due to
the limited number of stimuli, we did not divide the stim-
uli into separate HF and LF groups. Instead, we used all
stimuli and linear regression analyses to assess the ability
of WF to predict the probability of calling an item ‘‘studied”
across the four conditions.

Design and procedure
Participants were instructed that they would study a

series of words or objects one at a time, and that they
should try to remember these stimuli for a future, unspec-
ified memory task. After the distractor task, participants
were informed of the yes–no recognition task. When words
were studied and objects were tested, participants were in-
structed to answer yes if ‘‘a word that names this object”
was studied. When objects were studied and words were
tested, participants were instructed to answer ‘‘yes” if a
‘‘picture of the word” was studied. In all conditions, exam-
ples were given. After indicating that they understood the
instructions, participants proceeded to the self-paced rec-
ognition task.

Results and discussion

Average HRs and FARs and the results of paired t-tests
are shown in Table 3. In each condition, the HR and FAR
differ indicating that participants could discriminate be-
tween targets and foils, even when the decision was based
Table 3
The average hit rate and false alarm rate for each condition in Experiment
3b

Studied–tested Hit rate False alarm rate t-test

Word–Word .699 (.010) .330 (.017) t(79) = 18.358, SE = .020, p < .001
Object–Object .784 (.011) .113 (.012) t(79) = 42.607, SE = .016, p < .001
Object–Word .676 (.015) .348 (.019) t(79) = 13.055, SE = .025, p < .001
Word–Object .594 (.013) .398 (.015) t(79) = 10.849, SE = .018, p < .001

Standard errors of the mean are in parenthesis. In all cases, the hit rate is
greater than the false alarm rate reflecting above chance performance.
on semantic information alone (i.e., when the visual form
of encoding differed from the form at test).

Fig. 4 plots recognition memory as a function of norma-
tive frequency of the label separately for each of the four
conditions. There were a total of 80 unique frequencies
associated with the stimuli. Each point plots the probabil-
ity that a stimulus (object or word) of a given normative
frequency is called ‘‘old” given that the stimulus was a tar-
get or a foil. The black points are the HRs and the white
points are the FARs, one point for each frequency category.
The lines plotted in each graph are the result of linear
regression analyses relating log normative frequency to
HRs and FARs; the equation for the regression line is noted
in each plot. To avoid calculating the log of zero, a constant
(1) was added to the raw frequencies prior to the log
transformation.

When words were studied and words were tested a
mirror patterned word frequency effect was observed. A
linear regression analysis revealed that increasing WF pre-
dicts a decreasing HR: (t(1,79) = �2.61, p = .011, r = .284,
SE = .008) and an increasing FAR (t(1,79) = 3.33, p = .001,
r = .353, SE = .012). In contrast, when objects were studied
and tested, the word frequency of the label was not a reli-
able predictor of HRs (t(1,79) = �1.21, p = .228, r = .136,
SE = .009) or FARs (t(1,79) = �.298, p = .767, r = .034,
SE = .009). This is consistent with the hypothesis that the
identification of uncommon words, but not objects, de-
mands extra attention during study giving rise to the LF
benefit in recognition memory.

Normative frequency was not a reliable predictor of
endorsing an item as ‘‘studied” when words were studied
and objects were tested for targets (t < 1, r = .062,
SE = .01) or foils (t < 1, r = .016, SE = .012). When objects
were studied and words were tested, WF did not predict
FARs (t < 1, r = .087, SE = .015) though it did predict that
HRs should increase with increasing WF (t(1,79) = 2.00,
p = .049, r = .221, SE = .012), opposite the standard finding
and opposite the pattern in the current experiment when
words are studied and tested. These findings are consistent
with the hypothesis that semantic information does not
contribute to the word frequency effect (Criss & Shiffrin,
2004a; Malmberg & Nelson, 2003).

The above analyses report individual linear regressions
for HR and FAR for each of the four conditions defined by
the stimulus material at study and test. These individual
analysis suggest an interaction in that WF meaningfully
predicts P(old) only in the condition where words are stud-
ied and tested, as predicted by the EPEA hypothesis. This
interaction was directly tested with a moderated linear
regression approach including log WF, condition, and an
interaction term as predictors (Aiken & West, 1991). Log
WF was centered (a linear transformation setting the mean
at 0) as is standard for continuous predictor variables (Ai-
ken & West, 1991). We were specifically interested in the
contrast between the word–word condition and the
remaining conditions thus condition was treated as a
dichotomous variable (word–word condition vs. other).
The interaction term was the product of the two predictors.
To assess the importance of the interaction term, we report
both the interaction coefficient and the change in model
fits for models with and without the interaction term. For
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Fig. 4. The results of Experiment 3b. Targets are black circles and foils are white circles. Regression lines and equations are plotted for each condition.
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hit rates, including the interaction term significantly im-
proved the amount of variance accounted for by the model
(change in R2 = .012, F(1,316) = 3.86, p = .050, b for the
interaction term = .026, SE = .013). Likewise, for false alarm
rates, including the interaction term in the model signifi-
cantly improved the amount of variance accounted for
(change in R2 = .014, F(1,316) = 4.47, p = .035, b for the
interaction term = �.038, SE = .018). As suggested by
Fig. 4 and the individual linear regression analyses, WF
predicts P(old) when words are studied and tested but
not when objects are studied, tested, or both.

The results of this study support predictions made by the
EPEA hypothesis. We find an increasing HR with decreasing
WF when words are studied and tested and thus ortho-
graphic/phonemic features are encoded in the memory trace
and provided as a cue during the memory test. We propose
that this results from the difficulty in using such features,
predominant in LF words, to identify the word. That diffi-
culty is accommodated by allocating extra resources during
the early stage of encoding resulting in a more accurate and/
or diagnostic memory trace. When objects are encoded
there is no differential distribution of attention during iden-
tification and thus no benefit for LF targets. In mixed condi-
tions where the visual features do not overlap at encoding
and retrieval, performance is based on semantic features.
We propose that semantic features do not contribute to
the WFE because they are not differentially diagnostic for
LF and HF words as are orthographic/phonemic features.
The opposite pattern for HRs in the condition where objects
were studied and words were tested is curious and deserves
investigation in future studies.

General discussion

The goal of this manuscript is to evaluate the EPEA
hypothesis. According to this hypothesis, the early stage
of processing involves identification and the subsequent
extraction of the meaning of a word. The more difficult a
word is to identify, the more attention it requires during
this early stage, and thus the stored memory trace is more
accurate and/or diagnostic. In contrast, the late stage of
processing involves elaboration, building associations,
and other strategic processing. Critically, the EPEA hypoth-
esis accounts for the LF HR advantage by acknowledging
that LF words tend to be composed of distinct orthographic
features that require more attention to process during the
early stage. Simultaneously, the hypothesis assumes that
semantic features are not differentially diagnostic as a
function of normative frequency and thus the late stage,
where these features garner attention, does not contribute
to the WFE. Thus, the LF HR advantage is accumulated dur-
ing the first 1 s. of encoding that makes up the early phase.
The late phase, while obviously important for the overall
accuracy of memory, does not contribute to the WFE.
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In two experiments, we demonstrated a benefit for tar-
gets composed of uncommon letters when normative fre-
quency was held constant. This benefit was present early
in encoding and did not grow with additional study time.
Further, this result is consistent across encoding condi-
tions. When the encoding task is specified there is no ben-
efit for LF targets if letter frequency is held constant. More
variable encoding conditions (i.e., when there is no as-
signed task) provide variable results. Experiment 2 demon-
strated no difference between HF and LF targets encoded
with no specific task while Experiment 1 demonstrated a
marginally significant LF HR advantage. The strategies used
by participants when provided with no guidance at encod-
ing deserve further attention that will inform and hope-
fully resolve this issue. Overall the data support the
hypothesis that the HR is proportional to the difficulty in
decoding the orthography in order to identify the word.
Unusual orthography, as measured by letter frequency,
leads to additional attention and/or effort during the early
phase of encoding which improves episodic memory.

Desirable difficulties enhance memory

The idea of a desirable difficulty, introduced by Bjork
(1994), is that factors that make learning arduous often lead
to better long term learning and memory performance.
According to the EPEA hypothesis, the WFE for recognition
memory is another instance where the difficulties associ-
ated with identifying words comprised of unusual letters
produces a desirable outcome. An avenue ripe for future re-
search may be investigating the interaction between letter
frequency and other forms of desirable difficulties during
study (e.g., spaced vs. massed presentations).

Measures of orthography

Our measure of letter frequency is theoretically
grounded in the REM framework for episodic memory
(Shiffrin & Steyvers, 1997) but has not been investigated
(to our knowledge) in the word recognition literature. In-
stead neighborhood density, and to a lesser extent bigram
frequency, are the common measures of orthography in
that literature. The impact of orthography on word identi-
fication has been widely studied. In contrast, just a few
studies have examined the impact of these variables on
recognition memory.

First consider neighborhood density, defined as the
number of words formed by changing a single letter of a gi-
ven word. For example, the neighbors of hope include pope,
rope, cope, home, hole, hose, hops, hone, etc. While there is
much debate, our reading suggests that neighborhood den-
sity has opposing effects on two tasks that measure word
recognition: high density facilitates lexical decision but
harms naming (e.g., Andrews, 1997; Norris, 2006; Perea
& Rosa, 2000; Pollatsek, Perea, & Binder, 1999).8 Heathcote,
8 Additional studies have examined the contribution of the frequency of
a word’s neighbors (e.g., Sears, Campbell, & Lupker, 2006), the role of
neighbors that share phonology vs. neighbors that share orthography (e.g.,
Adelman & Brown, 2007; Mulatti, Reynolds, & Besner, 2006), and the early
role of meaning in word recognition (e.g., Pexman, Hino, & Lupker, 2004).
Ditton, and Mitchell (2006) orthogonally manipulated
neighborhood density and word frequency in a recognition
memory study. They found simultaneous mirror effects for
neighborhood density when word frequency was held con-
stant and for word frequency when neighborhood density
was held constant. Noting that neighborhood density is typ-
ically correlated with bigram frequency, Heathcote et al.
conducted further analyses on subsets of their data and re-
port that the neighborhood density mirror pattern holds
and cannot be fully explained by differences in bigram fre-
quency. They computed letter frequency for their stimulus
sets and it did not differ for the high and low density condi-
tions, thus they did not analyze the impact of letter fre-
quency on recognition memory.

A subset of neighborhood density as just defined is
orthographic neighborhood size which is the number of
items that share orthography and phonology with a given
word. For example hope has an orthographic neighborhood
size of 7 including lope, mope, dope, cope, pope, rope, and
nope (note that home, soap, hops, etc. are not included in
the neighborhood in this measure). Two recognition mem-
ory studies manipulated orthographic neighborhood size
while holding word frequency constant (Cortese, Watson,
Wang, & Fuggett, 2004; Glanc & Greene, 2007). Cortese
et al. found a greater HR but not FAR for words with a small
orthographic neighborhood. Glanc and Greene found a full
mirror pattern. Glanc and Greene also found that an ani-
macy orienting task eliminated the benefit for targets with
a small neighborhood. In contrast, the current findings
demonstrate a benefit for words with distinct letters across
all orienting tasks. Therefore, we computed letter fre-
quency estimates for Glanc and Greene’s stimuli. There
was no difference in letter frequency between low
(M = .0730, SD = .0211) and high (M = .0731, SD = .0219)
density words (collapsing across their consistent/inconsis-
tent condition). The different pattern of data between
Glanc and Greene and the results of Experiments 1 and 2
suggests that orthographic neighborhood density and let-
ter frequency make separate contributions to episodic
memory.

A limited number of studies have concluded that there
is little or no impact of bigram frequency on word recogni-
tion memory (e.g., Andrews, 1992; Gernsbacher, 1984) and
we found no studies that measured the impact of bigram
frequency on recognition memory (see Heathcote et al.
2006 for some secondary analyses of bigram frequency).
There are number of different ways to measure bigram fre-
quency (e.g., whether one takes into account word length,
frequency of the word in which the bigram appears, or po-
sition of the bigram within the word; whether the sum or
the mean of individual bigram frequencies is used, etc.)
and the potential impact of each of these different mea-
surements on word recognition and episodic memory de-
serve further exploration.

Together with the current studies, this set of research
indicates that the impact of orthography on episodic mem-
ory should be carefully examined in future research. Ques-
tions for future research include: What are the differences
between these four manipulations (letter frequency, neigh-
borhood density, orthographic neighborhood size, and bi-
gram frequency) in terms of structure of the resulting
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stimuli? What are the combined and independent contri-
butions of each of these measures of orthography on epi-
sodic memory performance and on word recognition?

The role of semantic features on the WFE

Experiment 3 demonstrates a null mirror effect when
objects are studied or tested but an intact mirror effect
when words are studied (without any specific task) and
words are tested. Thus, when we can be relatively certain
that the basis for the recognition decision did not involve
a comparison of the physical features of the test stimulus
to the contents of memory, no word frequency effect was
observed. This supports the hypothesis that semantic
information, which is the focus of attention during the late
phase, is not differentially diagnostic for word of differing
normative frequency. Only when the orthographic features
of the words are stored in the episodic memory trace and
used in the retrieval cue do we see a LF HR advantage.

The sensory/semantic model, developed to account for
the object superiority effect, claims that multiple different
types of features may be stored in memory, depending on
attention and the cue presented for encoding (e.g., Nelson,
1979; Nelson & Brooks, 1973; Nelson et al., 1977). Specifi-
cally, objects result in the storage of visual features with a
direct pathway to meaning while words provide an orthog-
raphy-to-meaning pathway and an orthography-to-pho-
nology-to-meaning pathway. We assume that the
orthography and possibly phonology features lead to the
LF HR advantage. When an object is presented as an encod-
ing or retrieval cue these features are not directly available
and are not part of the cue (unless specific instructions di-
rect otherwise, cf., Criss & Shiffrin, 2004a). The finding of a
WFE for the word–word condition and no other conditions
supports the predictions of the sensory/semantic model.

An alternative explanation for the findings of Experi-
ment 3 is differences in stability of representation for ob-
jects and words.9 Words are perceived as whole units but
objects may have more variable representations due to the
fact that the same conceptual object can be represented by
many different viewpoints and different visual aspects. If
the prior frequency effect is a function of the number of dif-
ferent contexts in which an item has appeared (i.e., Dennis &
Humphreys, 2001 but see Criss & Shiffrin, 2004b) then a gi-
ven instance of an object may not contact other instances of
the same object due to this encoding variability (cf., McClel-
land & Chappell, 1998), thus eliminating our ability to mea-
sure a prior frequency effect for object stimuli. This seems a
reasonable explanation for the lack of a prior frequency ef-
fect when objects are studied and/or tested. In fact, this pro-
posal has been used to account for better performance for LF
(more stable representation) than HF (more variable repre-
sentation) words (Criss & McClelland, 2006; McClelland &
Chappell, 1998).

However, this very same explanation predicts better
performance for the class with a stable representation
(words) than a variable representation (objects). This pre-
diction is clearly at odds with the classic picture superior-
9 We thank Simon Dennis for this suggestion.
ity effect (Nelson, Reed, & Walling, 1976; Shepard, 1967)
demonstrating better memory for objects than words and
replicated here. No doubt there are many possible alterna-
tives to explain why we find a full mirror pattern prior fre-
quency effect for the word–word condition but no
conditions involving an object at study and/or test. How-
ever, we can think of no alternative that accounts for the
object superiority effect, the effect of letter frequency,
and the time course of the WFE and thus prefer the EPEA
hypothesis.
False alarm rates

The focus of this EPEA hypothesis and this paper is the
process of encoding information into memory. As such, we
have focused almost entirely on HRs. Our hypotheses (Criss
& Shiffrin, 2004a; Malmberg & Nelson, 2003) make no
claims about the nature or the underlying cause for the
FAR portion of the word frequency mirror effect. In the cur-
rent studies, we found a higher FAR for HF than LF words
when words were studied and tested but not when objects
were studied and/or tested. In addition, we found a higher
FAR for words composed of typical than distinct letters.

Together these findings suggest that letter frequency
also contributes to the FAR portion of the word frequency
effect. This is consistent with the REM model (Shiffrin &
Steyvers, 1997). According to REM, HF words tend to be
composed of common features (letters in this case) that
are shared with many other words. Thus, HF foils tend to
match features of many other words by chance (other HF
words in particular) and thus feel rather familiar and will
be called ‘‘studied” on this basis. LF words are composed
of less common/more diagnostic features. LF foils tend to
match fewer features by chance resulting in a lower FAR.
Critically, the amount of evidence provided by matching
a feature stored in episodic memory is mediated by the
diagnosticity of that feature value: the more diagnostic
the feature value (i.e., the less common the feature) the
more evidence it provides which results in a LF HR
advantage.

The EPEA hypothesis has not yet been incorporated into
REM. The necessary steps would include defining a subset
of item features that do not differ in diagnosticity as a
function of normative WF (i.e., semantic features) and to
define a time course for encoding with orthographic fea-
tures (that do differ in diagnosticity) stored during an early
phase and semantic features stored during a late phase.

The familiarity based explanation for the higher FAR for
HF foils is consistent with many other models of recogni-
tion memory, though the underlying cause of the increased
familiarity varies between models. Some assume the high-
er familiarity arises due to the number of prior contexts in
which HF words have appeared (Dennis & Humphreys,
2001; Reder et al., 2000), due to encoding variability
(McClelland & Chappell, 1998), among other possibilities.
All of the theories just described claim that FAR is based
on conceptual information (rather than the form of the
word itself) and thus would seem to predict a higher FAR
for HF than LF words even when objects are studied and/
or tested, which is inconsistent with our findings.
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A comparison of SAC and the EPEA hypothesis

As noted earlier, Malmberg and Nelson (2003) found
poorer performance for words paired with a LF than with
a HF word during encoding, consistent with the elevated-
attention hypothesis. Diana and Reder (2006) replicated
and extended the finding to pictures, demonstrating the
same decline in performance for pictures paired with LF
words relative to those paired with HF words. Diana and
Reder agree that LF words require more attention during
the early stage of encoding. However, they attribute the
difficulty of encoding to binding the word with the current
context rather than identification of the word itself. Fur-
ther, they maintain that the LF HR advantage is due to bet-
ter recollection of LF than HF words during retrieval. A
recent augmentation of the Source of Activation Confusion
(SAC) model implements an inverse relationship between
item familiarity and the amount of working memory re-
sources required to encode the stimulus (Reder, Paynter,
Diana, Ngiam, & Dickinson, 2008).

The SAC model assumes that LF words are linked to
fewer episodes than are HF words (Reder et al., 2000). De-
spite the lower pre-experimental strength (i.e., familiarity)
of the LF words, they are more likely to be recollected in a
particular episode because their strength spreads to fewer
connected episodes than a HF word. Thus according to SAC,
a LF word is more likely to be recollected from a given list
than a HF word from the same list. This retrieval based
explanation accounts for the WFE especially as measured
by the remember/know paradigm. A recent addition to
the SAC model acknowledges the role of encoding and
the differential attentional resources allocated to LF and
HF words at study (Reder et al., 2008). They assume that
LF words are more difficult to encode and therefore require
more attention than HF words.

At first glance, the new SAC assumption and the
hypotheses presented in this paper and its predecessors
(i.e., Criss & Shiffrin, 2004a; Malmberg & Nelson, 2003)
are very similar. Indeed, we agree that LF words are more
difficult to encode and that this results in LF words absorb-
ing more attention during encoding than HF words. How-
ever, there are a number of points, some more subtle
than others, where the two theories diverge. For purposes
of clarity and to provide a roadmap for future research, we
outline these differences in some detail.

The EPEA hypothesis attributes the difficulty in encod-
ing LF words to the identification stage and specifically to
the unusual orthography (and possibly phonology) of LF
words. SAC attributes the difficultly to familiarity—a less
familiar stimulus is more difficult to encode. The SAC
explanation is more general but it does not provide a com-
pelling answer to why less familiar stimuli should be more
difficult to encode. Critically, this seems to predict a prior
frequency effect for objects—less familiar objects should
be more difficult to encode and thus better recollected—
which we do not find here. Second, our explanation incor-
porates a time course for this effect. The EPEA hypothesis
claims that any extra attention required by LF words is re-
solved in the first 1 s. of encoding. Attention during the la-
ter phase of controlled processing is not differentially
distributed to LF and HF words. This is supported by the
presence of a LF HR advantage by approximately 1 s of
study that does not grow in size with additional study time
(Criss & McClelland, 2006; Criss & Shiffrin, 2004a; Estes &
Maddox, 2002; Malmberg & Nelson, 2003). SAC makes no
specific claims about the time course of encoding. Third,
we suggest that the attention received by LF words during
the early phase results in a more diagnostic memory trace
while SAC assumes that it is required to bind the concept
and episode nodes. Finally, in SAC the retrieval advantage
for LF words is strong enough to produce the LF HR advan-
tage despite an encoding disadvantage. In our view, the ex-
tra attentional resources at encoding and the greater
familiarity during retrieval both result from the same
source: the uncommon features from which LF words are
composed.

Thus, the SAC view borrows many the assumptions of
EPEA hypothesis (i.e., LF words require additional attention
due to difficulty in encoding), but we disagree on many of
the finer points. Of course, the devil is in the details and
even models that share nearly all high-level assumptions
but differ in the details of implementing these assumptions
often make different qualitative and quantitative predic-
tions (cf., Criss & McClelland, 2006). For this reason, it
seems worthwhile to explore these points of digression
in future research.
Conclusions

These experiments explored several assumptions of the
EPEA account of the word frequency effect for recognition
memory. First, we considered the hypotheses that the early
encoding phase, in which words are identified, is the
source of the word frequency effect. Because LF words
are composed of unusual, and therefore difficult to encode,
features, they require more attention during this stage. We
found an advantage for targets composed of distinctive let-
ters and a noisy (Experiment 1) or null (Experiment 2)
word frequency effect when letter frequency was held con-
stant. The current study adds to a number of recent studies
emphasizing the role of orthography in recognition mem-
ory (Cortese et al., 2004; Glanc & Greene, 2007; Heathcote,
et al. 2006). Next, we considered the late phase of encod-
ing, in which meaning is elaborated and connected to the
participants’ semantic network. We explored the hypothe-
sis that semantic information does not contribute to the
word frequency effect. We found a mirror patterned nor-
mative frequency effect when words were studied and
tested. When study, test, or both involved objects, the mir-
ror pattern was disrupted and normative frequency had lit-
tle or no effect on recognition memory.

Much of the recognition memory literature has focused
on distinguishing between memory models based on the
nature of retrieval from memory (e.g., Yonelinas, 2002).
However, the EPEA hypothesis adopts a different approach
to understanding prior frequency effects by assuming that
normative frequency influences encoding. The current
study adds to the growing consensus that understanding
encoding operations is central to understanding the WFE
in particular and recognition memory more generally (cf.,
Criss, 2006; Criss & Shiffrin, 2004a, 2004c; Hirshman,
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Fisher, Henthorn, Arndt, & Passannante, 2002; Malmberg,
Holden, & Shiffrin, 2004).
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