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Abstract

When items on one list receive more encoding than items on another list, the improvement in performance usually
manifests as an increase in the hit rate and a decrease in the false alarm rate (FAR). A common account of this strength
based mirror effect is that participants adopt a more strict criterion following a strongly than weakly encoded list (e.g.,
Cary & Reder, 2003; Stretch & Wixted, 1998). Differentiation models offer an alternative: more encoding leads to a
more accurate memory representation for the studied item. A more accurate representation is less confusable with
an unrelated item, resulting in a decrease in the FAR (McClelland & Chappell, 1998; Shiffrin & Steyvers, 1997). Dif-
ferentiation models make additional predictions about reversals in FARs for foils similar to a studied item as a function
of the composition of the study list. These predictions were empirically tested and confirmed.
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‘When some manipulation results in two different levels
of performance in a recognition memory task, the differ-
ent levels of performance are typically expressed as a mir-
ror pattern (e.g., Glanzer & Adams, 1985). That is, the
probability of correctly claiming that a target item was
studied (i.e., hit rate, HR) mirrors the probability of erro-
neously claiming that a foil item was studied (i.e., false
alarm rate, FAR). Mirror effects are ubiquitous and have
been observed for normative word frequency, part of
speech, word concreteness, rated typicality, known versus
unknown scenes, and several other manipulations (e.g.,
Dobbins & Kroll, 2005; Glanzer & Adams, 1985, 1990;
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Hockley, 1994; Stretch & Wixted, 1998; Vokey & Read,
1992). The focus of this research is the strength based mir-
ror effect where different levels of performance are
obtained by manipulating encoding time. For example,
suppose one group of participants studies each item once
(weak list) and another group studies each item five times
(strong list). The strong list tends to produce both higher
HRs and lower FARs than the weak list. The strength
based mirror effect has been the focus of much recent dis-
cussion and has been observed when strength is manipu-
lated by study time or by repetition and for both single
item and associative recognition (e.g., Cary & Reder,
2003; Hockley & Niewiadomski, in press; Kim & Glanzer,
1993; Stretch & Wixted, 1998).

The simple fact that participants are better to identify
an item that received more encoding is not too surpris-
ing. Of more theoretical interest is why the FAR changes
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between the two conditions. Why should encoding con-
ditions affect the response to items that were not on the
study list? The most common answer is that the partici-
pant adopts a more stringent criterion for calling at item
“studied” following a strong list than following a weak
list. For example, many assume that recognition memo-
ry can be thought of as a case of signal detection theory
(SDT; Benjamin & Bawa, 2004; DeCarlo, 2002; Dobbins
& Kroll, 2005; Dunn, 2004; Green & Swets, 1966; Mor-
rell, Gaitan, & Wixted, 2002; Stretch & Wixted, 1998;
Verde & Rotello, in press). In this framework, the sub-
jective response (also referred to as familiarity, strength,
or global match) to targets and foils can be represented
by two overlapping normal distributions as illustrated in
Fig. 1. Participants select some criterion and any item
evoking a subjective response greater than the criterion
is called “studied” while other items are called “not
studied.” Additional study increases the mean of the tar-
get distribution, hence the increase in the HR. However,
the foil distribution does not change as a function of
encoding conditions, evident in the single foil distribu-
tion in Fig. 1. Within this framework, the only way to
change the FAR as a function of the strength of the
study list is to assume a change in the criterion. In the
figure, the criterion for the weak list is shown as a solid
line and the more stringent criterion for the strong list is
shown as a dashed line.

The preceding discussion refers to a single process
model where a recognition memory decision is based
on the overall familiarity of the test item. Dual process
models assume two different retrieval routes and the
decision can be based on either route. For example, in
the Source of Activation Confusion model (SAC),

A.H. Criss | Journal of Memory and Language 55 (2006) 461-478

HRs are based on recollecting the details of the study
event and FARs are based on the pre-experimental
familiarity of the test item (Reder et al., 2000). Addition-
al study time improves the ability to recollect and
increases the HR. However, the pre-experimental
strength of the item is not affected by the study list. In
order to account for a reduced FAR in the strong list,
Cary and Reder (2003) assume a criterion shift. Thus,
both single process (e.g., Stretch & Wixted, 1998) and
dual process models (e.g., Cary & Reder, 2003) attribute
the strength based mirror effect to a change in the crite-
rion between lists. Indeed, all models require a criterion
for responding “old” and could adopt the criterion
change assumption to account for the strength based
mirror effect.

Differentiation models provide an alternate account,
one that is not dependent on strategic criterion shifts,
but is a natural consequence of the encoding process.
In these models, additional experience with an item in
a given context results in updating a single memory
trace. The more accurate a memory trace, the less similar
it is to unrelated items. Thus, the match between an
unrelated foil and episodic memory is lower following
a strong list than a weak list. There are two important
differences between the criterion placement account
and the differentiation account of the strength based
mirror effect. In the former, the effect results from the
decision process and might be influenced by external
pressures such as costs and rewards, instructions given
by the experimenter, age of participants, emotional
valence of the stimuli, etc. In the differentiation account,
the phenomenon naturally follows from the encoding
process and should not be subject to the whims of the

........... F0i|5
—— Weak Targets
———— Strong Targets

Decision Variable

Fig. 1. An example of a signal detection theory account of the strength based mirror effect. The foil distribution is fixed regardless of
the encoding conditions but the criterion changes between the two lists producing a lower FAR for the strong compared to the weak
list. The dashed line is the criterion for the strong list and the solid line is the criterion for the weak list.
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participant but is a necessary result of the processes
underlying storage. Second, the former assumes a single
familiarity distribution for foils regardless of list
strength while the latter yields two different familiarity
distributions for foils following a weak and strong list.

Differentiation was first introduced by Gibson (1940;
1969; Gibson & Gibson, 1955) in the realm of perceptual
learning and later incorporated into models of episodic
memory as an explanation for the null list strength effect
in recognition memory (Murnane & Shiffrin, 1991; Rat-
cliff, Clark, & Shiffrin, 1990; Shiffrin, Ratcliff, & Clark,
1990). I use the label differentiation models to refer to
both the Subjective Likelihood Model (SLiM; McClel-
land & Chappell, 1998) and the Retrieving Effectively
from Memory model (REM; Shiffrin & Steyvers,
1997). These models do differ in critical aspects that
allow them to make differential predictions (cf. Criss &
McClelland, in press), but they share the assumption
of differentiation and make similar qualitative predic-
tions for issues considered here. For clarity and brevity,
I present only the REM model.

The goal of this paper is to present differentiation
models as an alternative to the criterion change assump-
tion and to test additional predictions generated by dif-
ferentiation models. First, I describe REM in general,
then how it naturally predicts a strength based mirror
effect, and finally I present novel predictions generated
by the model and empirical tests of the predictions.

REM

The REM model has been extensively described in
other papers and readers are referred to the original
source for more details and discussion (e.g., Shiffrin &
Steyvers, 1997). Here I briefly describe the model with
a focus on the specific simulations reported in this paper.
REM assumes two types of memory traces. Knowledge
is stored in lexical/semantic traces. Lexical/semantic
traces are the lifelong accumulation of episodes involv-
ing the stimulus and are complete, accurate, and decon-
textualized relative to episodic traces. Episodic traces are
formed during study and are updated with both item
and context features during each successive study pre-
sentation. A recognition memory test involves probing
with the reinstated context features to restrict (more or
less) the comparison to the relevant episodic traces
(i.e., those from the study list) and probing with the item
features to allow a decision about whether the specific
test item was presented. Each of these steps is described
in detail below.

Representation

The presented stimulus (at either study or test) is
assumed to be an accurate copy of the lexical/semantic

representation. Items are represented as a vector of fea-
tures (M = 20) each independently drawn from the geo-
metric distribution with some parameter (g =0.35).
Features are abstract and might include orthography,
phonology, semantics, reference to personal history,
and other information. The probability that a feature
takes the value v is

P)=g(l-g)""  (v>0). ()

Storage

During study, some of the lexical/semantic features
are stored in an episodic memory trace along with the
current context features. All episodic memory features
begin as zeros indicating a lack of information. During
a study presentation, each zero is replaced by a feature
value with some probability (v = 0.335167).l The correct
value corresponding to the lexical/semantic feature of
the study item is stored with some probability
(¢ =0.70). Otherwise, a random feature value is selected
from the geometric distribution and stored. Thus, epi-
sodic memory is incomplete (i.e., some zeros remain fol-
lowing study), prone to error (i.e., an incorrect feature
value may be stored), and context-bound (i.e., contains
a set of features representing the context). Once a feature
is stored, its value is fixed and will not change during the
course of the experiment. Additional study results in the
storage of more features but not the correction of previ-
ously stored features.

Retrieval

For the present purposes, I adopt the simplification
that context features perfectly isolate the study list and
do not consider them further (cf., REM.1 in Shiffrin &
Steyvers, 1997). At test, the lexical/semantic vector cor-
responding to test item j is compared to each trace
stored in memory, indexed by i, and a likelihood ratio
is computed as follows:

17 (v ik)

Aijay = (1 = ¢)em

7 lc+t(1—c)gl —g)
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This is the REM equation for the likelihood that the test
stimulus j matches memory trace i for simulated partic-
ipant k. The number of non-zero features that mismatch
is ng and the number of non-zero features that match

! The original paper (Shiffrin & Steyvers, 1997) contained two
redundant parameters which I report as one parameter. The
original manuscript contained a parameter for the probability
of storing a feature (#*) in each time step (). These reduce to
u=1—(1—u"). Shiffrin and Steyvers (1997) used values of
u*=0.04 and =10 or u = .335167.
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and have the value v is nm. Features with a value of zero
do not contribute to the decision. The decision about
whether test stimulus j was studied or not is based on
the odds which is simply the average of the likelihood
ratios

1 &,
Py = N Z Aijk)s 3)
i1

where N is the number of episodic memory traces. If the
odds is greater than some criterion (criterion = 1), test
stimulus j is called “old” otherwise it is called “new.”

The strength based mirror effect in REM

Critically, when an item is repeated within a given
context, such as a study list, differentiation models
assume that the same episodic memory trace is updated.
Each presentation results in a more complete and more
accurate representation of the studied item in episodic
memory. This is in sharp contrast to many other models
that assume each study event results in the storage of an
additional memory trace (e.g., Gillund & Shiffrin, 1984;
Hintzman, 1988; Humphreys, Pike, Bain, & Tehan,
1989; Metcalfe-Eich, 1985; Murdock, 1997, Murdock,
Smith, & Bai, 2001; Nosofsky, 1988). For example, sup-
pose the word coat was studied five times during a single
study list. The latter class of models assumes that five
noisy copies of the concept coat are stored. In contrast,
the differentiation models assume that a single trace will
be stored and information will be added to that trace
with each repetition. It is this assumption that produces
differentiation and the strength based mirror effect as I
shall now illustrate by way of an example.

The example in Fig. 2 shows the resulting episodic
traces of six items studied once (left side of the figure)
and those same six items studied multiple times (right
side of the figure). There are two test items: j; is a target
corresponding to memory trace i; and j; is a foil that is
similar to the studied item stored in memory trace i.
Each item has 10 features displayed vertically. The bot-
tom two rows show the likelihood ratio for the match
between the test item and the memory trace in that col-
umn. The likelihood ratio is computed using Eq. (2) with
g =.35and ¢ =.7. A higher likelihood ratio indicates a
greater match between the memory trace and the test
probe. As outlined above, some features were not stored
in episodic memory indicated with a zero, some features
were stored with the correct value, and some were stored
with the incorrect value.

Accrual of features in a single trace following multi-
ple study opportunities has two consequences: (1) The
match between the target test probe (j;) and the corre-
sponding memory trace stored during study of that same
item (i) will be a better match following multiple pre-
sentations (a higher likelihood ratio on the right side
of the figure than the left) and (2) The match between
the target test probe (j;) and the memory traces stored
during study of other items (i, i3, i, is, OF ig) Will be a
poorer match following multiple encoding opportunities
(a lower likelihood ratio on the right side of the figure
than the left). This is differentiation. When the test probe
is a target these two factors are in competition: the
increased match to the corresponding memory trace
with additional study would result in a higher HR, but
the decreased match to the remaining memory traces
would result in a lower HR. Because the match between

Target Slg:) 1i]1ar Episodic Memory Following a Single Study Presentation Episodic Memo]l;}rf el:g:llt(e)l ::)?i Multiple Study
ji j7 i i i3 i4 is i6 i iz i3 i4 is i6
2 2 0 0 2 0 4 0 3 0 2 1 4 1
3 3 3 2 0 0 0 7 3 2 19 1 1 7
4 3 0 0 0 0 0 2 0 2 0 9 1 2
3 1 0 0 0 6 0 0 3 2 0 6 8 5
2 1 0 3 0 2 0 0 1 3 1 2 0 1
1 3 1 3 0 3 0 0 1 1 2 3 0 2
1 1 1 0 0 0 1 1 1 0 9 2 1 1
3 3 0 1 1 0 0 0 5 1 1 3 1 9
7 7 0 0 0 0 0 0 7 1 6 1 2 0
4 4 5 0 3 0 0 0 5 2 3 7 1 0
Match to Target
Ajl 7.9885 | 0.0081 | 0.3039 | 0.3039 | 0.69 0.207 |29.1176 | 0.0005 | 0.0007 | 0.0011 | 0.0005 | 0.0005
Match to Similar
Foil
Aj7 1.042 | 0.1359 | 0.3039 | 0.453 0.69 0.207 | 1.7353 | 0.0001 | 0.0057 | 0.0017 | 0.0005 | 0.0039

Fig. 2. A numerical example of the features stored in REM following study of six weakly encoded items (left side) and those same
items studied many times (right side). The bottom two rows are the resulting likelihood ratios (e.g., match to memory) for a
comparison between each stored memory trace and test probe. Memory trace i, was stored following study of target test probe j; and is

similar to foil test probe j;.
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a target and its corresponding memory trace tends to be
very large relative to the others, this factor dominates
the odds and the HR increases with additional study.
When the test probe is a foil, there is no corresponding
memory trace that matches well. Instead, all of the stud-
ied items mismatch the test probe with the degree of mis-
match growing and the FAR decreasing as the items
receive additional study.

The example in Fig. 2 and the above verbal descrip-
tion are supported by simulations. Fig. 3 shows simulat-
ed distributions from REM with the parameter values
specified above. A weak list contains 60 items each stud-
ied once and a strong list contains 60 items each studied
five times. Note that the list composition is pure with
respect to strength, each list contains all weakly encoded
items or all strongly encoded items. The plotted distribu-
tions are based on 2500 simulated participants. The dis-
tributions are highly skewed, especially the upper tail of
the target distribution, so I plot the natural log of the
odds for ease of observation. Note that the decision is
based on the untransformed value (as shown in Eq.
(3)). The figure clearly shows that the odds for a target
(and resulting HR) is greater for a strong than weak list
and the odds for a foil (and resulting FAR) is lower for a
strong than weak list. It is important to note that the
strength based mirror effect in REM is not dependent
on the parameters used in these simulations. However,
it is completely dependent on the assumption that addi-
tional study results in the updating of a memory trace
rather than storage of a new trace. As long as repetitions
result in the accrual of features in a single trace, nearly
any set of parameter values will produce a strength
based mirror effect for unrelated foils.

Similarity and differentiation

The focus of this paper is an empirical test of differ-
entiation models by considering the effect of testing a
foil that is similar to a single studied item. As illustrated
in Fig. 3, the subjective match between the stored mem-
ory traces and an unrelated foil decreases as the strength
of studied items increase. However, what happens when
the foils are not randomly chosen, but selected to be sim-
ilar to a studied item? A foil that is similar to a studied
item has more features in common with that item than
does an unrelated foil. Not surprisingly, many studies
have demonstrated higher FARs for foils that are simi-
lar to studied items (e.g., Criss & Shiffrin, 2004b; Roedi-
ger & McDermott, 1995; Shiffrin, Huber, & Marinelli,
1995; Zaki & Nosofsky, 2001). I now consider the effect
of differentiation on the subjective match to a foil that is
similar to a single studied item following study of a weak
or a strong list.

Let’s return to the example in Fig. 2 and consider test
item j; which is similar to the studied item corresponding
to memory trace i;. Consistent with the literature, the
match between a foil (j;) and the memory trace to which
the foil is similar (i.e., i) is greater than the match
between the foil and the remaining memory traces (i.e.,
I», 13, i4, Is, and 7). As before, the match between the test
item j; and the memory traces stored during study of
unrelated items is lower for strongly encoded words than
weakly encoded words (i.e., the match to iy, i3, iy, is, and
i¢ is lower on right side than the left side of the figure). In
contrast, the match between the test stimulus j; and the
similar memory trace (i.e., i;) increases as the studied
item receives additional encoding. What happens when

—o— Weak Foil
—0o— Weak Target
—e— Strong Foil
—a— Strong Target

log(odds)

Fig. 3. Simulated distributions of the log odds in REM. Target and foil distributions following study of a pure weak list and a pure
strong list are pictured. Differentiation increases the mean of the target distribution and decreases the mean of the foil distribution for

strong lists.
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these likelihood ratios combine into a single odds value
to determine the recognition memory decision? The
answer depends on the composition of the study list.
Specifically, when the list is pure with respect to target
strength, FARs to similar foils will decrease with
target strength. But when the list is mixed, with half of
the items studied once and half studied many times,
the FAR for similar foils will increase with target
strength.

Pure lists

Because the match between a foil j; and the single
trace corresponding to the similar item (i.e., i;) is only
slightly greater than the match to the unrelated memory
traces (i, i3, Iy, Is, and ig), it does not strictly dominate
the odds value (at least not for moderately similar foils).
For the example in Fig. 2, the odds for the similar foil j;
following a weak list is 0.472 ((1.042+ 0.1359 +
0.3039 4 0.4530 + 0.690 + 0.207)/6) and the odds for
that same foil following study of a strong list is 0.349
((1.7353 + 0.0001 + 0.0057 + 0.0017 + 0.0005 + 0.0039)
/6). The final result is counter-intuitive: the odds and
resulting FAR for a similar foil is lower following study
of a pure strong list compared to study of a pure weak list.
This is a reversal of the typical finding that FARs increase
when foils are similar to studied items (e.g., Criss & Shif-
frin, 2004b; Roediger & McDermott, 1995; Shiffrin et al.,
1995; Zaki & Nosofsky, 2001).

Mixed lists

The match between test item j; and the similar mem-
ory trace (i.e., i;) grows as that studied item receives
additional encoding (i.e., 1.042 vs. 1.7353 in the exam-
ple). However, when repetition is manipulated
between-list, this effect is hidden by the impact of the
other list items (i.e., i», i3, iy, I5, and is). If these remain-
ing traces, stored during study of unrelated items, are
equated between the strong and weak conditions then
the impact similarity to a studied item should be reflect-
ed in the data. That is, the FAR should increase slightly.
One possibility is to mix repetitions within a single list so
that half of the items are studied once and half are stud-
ied multiple times. Returning to the example in Fig. 2,
suppose participants study such a mixed list where 7,
i», and i3 are studied once and iy, is, and is are studied
many times. The odds for j;, which is similar to a weak
item, is 0.2477 ((1.042+ 0.1359 + 0.3039 + 0.0017 +
0.0005 + 0.0039)/6). If i}, i, and i3 are studied many
times and i4, is, and ig are studied once, the odds for foil
j7, which is similar to a strong item, is 0.5152
((1.7353 +0.0001 + 0.0057 + 0.453 + 0.690 + 0.207)/6).
For a mixed list, the odds and the resulting FAR will
reflect the increasing match between the foil and the sim-
ilar memory trace.

The above logic for pure and mixed lists applies to
the model REM generally; it is not just a cleverly chosen
numerical example. Fig. 4 shows simulated distributions
of the odds for a foil that is moderately similar to a sin-
gle studied item. In REM, similar items are constructed
by generating two random vectors (i.e., drawing each
feature from the geometric distribution with parameter
g). One of those vectors is deemed the target and the
other the foil. Each feature of the target is independently
copied to the foil with some probability determined by
the similarity parameter. If the parameter is equal to 1
then the two vectors are identical and if the parameter
is equal to 0 then the two vectors are randomly similar
(i.e., unrelated). A similarity parameter of.40 was used
for these simulations.> The top half of the figure con-
tains distributions for pure strong and pure weak lists
and the bottom half contains distributions for a mixed
list. The pure lists contained 60 items studied once or
five times and the mixed list contains 30 items studied
once and 30 items presented five times. All other param-
eter values are those previously declared. Fig. 4 shows
that the simulated distributions correspond to the
numerical example. For pure lists, the odds value for a
foil similar to a strongly encoded item is lower than
the odds for a foil similar to a weakly encoded item.
The pattern is reversed when repetitions are mixed with-
in a list.

Fig. 5 plots the predicted probability of calling an
item “studied” (P(old)) as a function of the number of
study presentations and the similarity between the foil
and a single studied item. The leftmost panel shows pre-
dictions for pure lists. The targets (top line) and unrelat-
ed foils (bottom line) demonstrate the strength based
mirror effect. The lines in the middle refer to foils that
share some similarity with a single studied item. All of
the previous discussion applies to moderately similar
foils (i.e., those with a similarity parameter between
.25 and .45) where the FAR decreases with increasing
target repetition. However, foils that are very similar
(i.e., a similarity parameter greater than .50) to a studied
item mimic the pattern of HRs because the match
between these foils and the item to which they are simi-
lar is so large that it dominates the odds. I will return to
a discussion of highly similar foils in the General Discus-
sion but focus on testing the predictions for moderately
similar foils.

2 In REM unrelated items share features by chance. The
expected overlap between randomly generated vectors is deter-
mined by the g parameter. For example, with g=.35, the
average overlap between unrelated vectors is 21.21%. The
actual overlap between two similar vectors is a combination of
the similarity parameter and the overlap due to the geometric
distribution. With the similarity parameter of 0.40, the average
overlap between two similar vectors is (.40)(1.0) + (1 — .40)
(.2121) = .527.
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—— Pure Weak
———=- Pure Strong

—— Mixed Weak
———- Mixed Strong

10

log(odds)

Fig. 4. Simulated distributions of the log odds for a similar foil. The top panel shows the familiarity of a similar foil following study of
a pure weak or pure strong list. The bottom panel shows the case where a foil is similar to a strong item from a mixed list or a weak

item from a mixed list.

The middle panel of Fig. 5 shows the predicted P(old)
for targets, unrelated foils, and foils similar to a single
studied item following study of a mixed list where half
of the list items receive one study presentation and half
receive five study presentations. There is a single FAR
for unrelated items because this simulation involves a
single study list. For all foils that share features with a
studied item, the FAR increases as the corresponding
study item receives additional study.

As shown with a numerical example, simulated
odds distributions, and predicted response probabili-
ties, REM predicts that the match between a foil
and a memory trace stored following study of a similar
item increases as the studied item is better encoded.
However, the final decision about whether to call a
test item ‘‘studied” or not is based on the match

between the test item and all episodic memory traces
(i.e., the odds). The remaining list items, via differenti-
ation, can overturn this effect. If the repetitions are
varied between-list, as in the left panel of Fig. 5, the
FAR for moderately similar foils should be lower for
a strong than a weak list. This prediction is tested in
Experiment 1. Equating (approximately) the unrelated
study items by mixing repetitions within a list allows
the similarity effect to govern the overall match to
memory as shown in the middle panel of Fig. 5. Here,
the FAR for moderately similar foils are higher for
those similar to a strong study item than those similar
to a weak study item. Experiment 2 tests this predic-
tion. In Experiment 3, I consider REM’s predictions
when differentiation is prevented and test the resulting
predictions.
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Fig. 5. Predicted probability of responding “old” ((P(old)) as a function of target strength and similarity between the test item and a
single studied item. The left panel shows the case where strength is manipulated between-list, with each list containing either weak or
strong items. The middle panel shows the case where strength is manipulated within-list, such that there is a single study list with half
weak and half strong items. The right panel is identical to the left panel with one exception. For the right panel, repeated presentations
are stored as a new trace in episodic memory rather than updating a single stored memory trace.

Experiment 1

The first experiment is a test of the counter-intuitive
prediction that the FAR for moderately similar foils is
lower following study of a strong than a weak list. Mod-
erately similar foils were defined as rhyming words that
differed from a target word by a single letter (e.g., boat
and coat were one stimulus pair). This choice was based
on prior studies using categories of orthographically and
phonemically similar words where REM was fit with a
similarity parameter of around .30 (Criss & Shiffrin,
2004b). Features in REM are abstract and reflect
orthography, phonology, and semantics, among other
information. Rhyming foils that differ by a single letter
obviously share surface characteristics with their corre-
sponding targets, but share no semantic features (other
than arbitrary associations due to the participants’ life
experiences). Thus, classifying rhyming foils as moder-
ately similar seems a reasonable choice.

Participants

A total of 46 people from the Carnegie Mellon Uni-
versity community received partial course credit or $7
per hour for participating in the experiment.

Stimulus materials

The word pool consisted of 56 pairs of rhyming
words that differed by a single letter. The two words

were of equal length and every attempt was made to
equate the two words on normative word frequency.
The average log frequency for the first item of each pair
was M = 8.57 (SD =2.22) and the average for the sec-
ond item was M = 8.44 (SD = 2.10), where the designa-
tion of first or second is arbitrary (from the Hyperspace
Analog to Language corpus, see Balota et al., 2002;
Lund & Burgess, 1996). The difference between the log
frequency for each pair of items was computed and the
average difference across all pairs was M =0.85
(SD = 0.56). Whether the first item served as the target
and the second served as the rhyming foil or vice versa
was randomly selected for each participant. The unrelat-
ed foils were the remaining items in the target pool that
were not assigned to the study list for that individual
participant.

Design

The study list consisted of 36 words, each studied
for 2.5s followed by a blank screen for 500 ms. One
group of participants studied each item once (weak
list) and the other group studied each item five times
(strong list). In the strong list each, of the 36 items
was studied before any one item repeated for five con-
secutive rounds. Within each round the order of
words was randomly assigned. Participants engaged
in 45s of arithmetic between the study and test lists.
The total time between the final presentation of each
study item and the beginning of the test list was equal
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on average for both groups. The test list consisted of
54 items, 18 of each of the following: targets, unrelat-
ed foils, and rhyming foils. The test was self-paced
yes—no recognition with a 500 ms blank screen sepa-
rating each test trial. Instructions warned that some
test items might rhyme with a studied item and others
might not but the participant should only respond
“studied” to those exact items presented on the list
and reject all others.

Results and discussion

An alpha level of .05 was adopted for all statisti-
cal tests in this manuscript. An independent samples
t-test confirmed that the hit rate was greater for
items studied five times than items studied once,
#(41)=2.56, p=.014. A 2x2 mixed design analysis
of variance (ANOVA) was conducted with type of
foil (unrelated or rhyming) as the within-subject fac-
tor and list strength (weak or strong) as the
between-subject factor. The FAR for rhyming foils
exceeded that for unrelated foils F(1, 41)=18.45,
p <.001, MSE=.01 and the FAR for the weak list
was greater than the FAR for the strong list F(1,
41) =13.66, p=.001, SEM = .03. The interaction
approached significance F(1, 41)=3.08, p=.087,
SEM = .01 due to the greater impact of repetition
on rhyming foils than unrelated foils. These findings,
plotted in Fig. 6, confirm the model predictions, plot-
ted in the left panel of Fig. 5, for moderately similar
foils and a between-list manipulation of item
strength.

Experiment 2

This experiment is designed to test REM’s prediction
that following study of a mixed list the FAR to moder-
ately similar foils will increase, reflecting the increasing
match between the test item and the memory trace cor-
responding to the similar studied item.

Participants

A total of 38 people from the Carnegie Mellon Uni-
versity community received partial course credit or $7
per hour for participation in the experiment.

Stimulus materials
The stimuli were identical to those in Experiment 1.
Design

The study list consisted of 36 words, each studied for
2.5 s followed by a blank screen for 500 ms. Half of the
items were presented a single time (weak items) and half
were presented five times (strong items). Each of the 18
strong items was studied before any one item repeated
for each of the first four presentations. Within each
round, the order of words was randomly chosen. The
fiftth presentation of the strong items was randomly
intermixed with the presentation of the weak items.
Between the study and test lists participants engaged
in 45 s of arithmetic. Thus, the total time between the
final presentation of the study item and the beginning
of the test list was equal on average for both conditions.
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Fig. 6. Data from Experiment 1 where strength is varied between-list. Error bars represent 1 standard error above and 1 standard error

below the mean.



470 A.H. Criss | Journal of Memory and Language 55 (2006) 461-478

10

2

0.8

0.6

P(old)

04+

0.2

0.0

I

H \Weak ltems
[ Strong ltems
O  REM Model Fit

Targets

Rhyming Foils

Unrelated Foils

Fig. 7. Data from Experiment 2 where strength is varied within-list. Error bars represent 1 standard error above and 1 standard error

below the mean.

The test list consisted of 54 items, 18 of each of the fol-
lowing: targets, unrelated foils, and rhyming foils, half
of the targets and half of the rhyming foils came from
the weak items and half came from the strong items.
The test was self-paced yes—no recognition with a
500 ms blank screen separating each test trial. The test
instructions were identical to Experiment 1.

Results and discussion

A paired samples z-test confirmed that the hit rate
was higher for items studied multiple times
#(35) =17.88, p<.001. The FAR for foils that rhymed
with a strong item was greater than the FAR for foils
that rhymed with a weak item #35) =2.26, p =.030.
Finally, an ANOVA and post hoc tests confirmed that
the FAR for unrelated foils was lower than the FAR
to rhyming foils. These findings, shown in Fig. 7, con-
firm the model predictions, plotted in the middle panel
of Fig. 5, for moderately similar foils and a within-list
manipulation of item strength.

Experiment 3

All of the reasoning so far refers to the case where
perfect differentiation occurs, that is, every repetition
of a given item is stored in the same memory trace. What
if this is disrupted so that multiple traces of the same
word are stored in memory? The right panel of Fig. 5
shows the model predictions when differentiation is pre-
vented. In this simulation each repetition is stored as a
new memory trace. For example, if the word coat is pre-
sented five times, the result is the storage of five noisy
copies of the lexical/semantic representation of coat.

The simulations shown in the right and left panels of
Fig. 5 are identical except that the left panel incorpo-
rates 100% differentiation (each repetition updates a sin-
gle memory trace) and the right panel incorporates 0%
differentiation (each presentation results in storage of
an additional memory trace). Both simulations refer to
pure lists. There is a striking difference between the mod-
el predictions for moderately similar foils: the FAR
decreases when differentiation is allowed but increases
when differentiation is completely prevented.

What contributes to the increase in FARs when dif-
ferentiation is prevented? First, the match between a foil
and any unrelated memory trace is the same for strong
and weak lists because information is not accruing in
the same memory trace. Second, preventing differentia-
tion turns an item strength manipulation into a list
length manipulation because more traces are stored in
memory with each repetition. This is evident in the pre-
dictions for unrelated foils. The right panel of Fig. 5
shows that the FAR to unrelated foils increases slightly
as the number of repetitions increase. Third, there are
now multiple traces that share features with the similar
foil (rather than just one) and each provides evidence
that the foil item was studied. Returning to the example
in Fig. 2, the odds for a similar foil following study of a
weak list is 0.472, as illustrated earlier. The odds for a
foil similar to an item from a strong list where differen-
tiation was prevented is 0.70 ((5%1.042+ 0.1359 +
0.3039 + 0.453 4 0.69 4 0.207)/10), assuming the strong
item was studied five times.> When repetitions are stored
in a new trace rather than accumulated in a single trace,

3 This is not exactly accurate. The five stored traces of item i
would not be identical but would have different likelihood
ratios depending on the exact feature values stored in each of
the five traces.
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the FAR for foils similar to an item from a strong list is
higher than the FAR for foils similar to an item from a
weak list.

The model predicts yet another interaction: for a
between-list manipulation of repetition the FAR should
decrease if differentiation is allowed but increase if differ-
entiation is prevented. Experiment 3 tests these predic-
tions. Murnane and Shiffrin (1991) suggested that it
was possible to prevent differentiation by embedding
words in different sentences. The intuition is that the
new sentence context might encourage the participant
to think of the repeated word from a different perspec-
tive with each presentation and induce storage of a
new memory trace. Following Murnane and Shiffrin
(1991), I attempt to prevent differentiation by repeating
items in different sentences. This results in three condi-
tions: the weak list (each sentence studied once), the
strong list (each sentence studied three times), and the
different sentences list (three different sentences studied
for each target word). Comparison of the weak and
strong lists should mimic the pattern of data found in
Experiment 1 and in the left panel of Fig. 5. Comparison
of the weak and different sentences lists should follow
the predictions in the right panel of Fig. 5. Of course,
these predictions reflect the most extreme cases where
either no differentiation or perfect differentiation occurs.
A mixed case where repeated presentations sometimes
lead to the updating of a single memory trace and some-
times result in the storage of additional memory traces
would yield results somewhere between the two
extremes.

Participants

A total of 102 people from the Carnegie Mellon Uni-
versity community received partial course credit or $7
per hour for participation in the experiment.

Stimulus materials

The test stimuli were taken from the same pool as
Experiment 1. A fixed set of 36 of the 56 rhyming pairs
from Experiment 1 were used as targets and rhyming
foils. One item from each of the remaining 20 pairs
was randomly chosen and those items constituted the
unrelated foil pool. The study stimuli were sentences,
ranging in length from three to nine words including
one target word per sentence. Three sets of 36 sentences
were constructed loosely based on the LAFF sentence
database (MIT Speech Communication Group, 2005).
Each set contained one sentence including one of the tar-
get words. With the exception of pronouns, preposi-
tions, conjunctions, and generic verbs (e.g., can, have,
is, etc.) no content words other than the target words
were repeated in any of the 108 sentences. For example,
the following were sentences for the stimulus pair boat

(target) and coat (foil): The boat is easy to support; A
small boat is coming tonight; Redeem the ticket on the
boat.

Design

The study list consisted of sentences, each studied
for 3 s followed by a blank screen for 500 ms. Partic-
ipants were randomly assigned to one of three groups.
One group of participants studied one set of sentences
once each (e.g., 36 different sentences and 36 total tri-
als). Another group of participants studied one set of
sentences three times each (e.g., 36 different sentences
and 108 total trials). Each sentence in the set was pre-
sented before any sentence repeated and the order was
randomly assigned for each of the three rounds. For
both of these groups, the set of sentences was random-
ly chosen for each participant. The remaining group
studied each of the three sets of sentences once each
(e.g., 108 different sentences and 108 total trials) and
constitute the different sentences list. One complete
set was presented before the next set began and the
order of sets and order of sentences within a set was
randomly assigned for each participant. The first and
second groups correspond to the weak and strong lists
just as in Experiment 1. The third group is my
attempt to prevent differentiation and is the critical
comparison group. Between the study and test lists
participants engaged in 45 sec of arithmetic. The total
time between the final presentation of each study item
and the beginning of the test list was equal on average
for all groups. The test list consisted of 36 words, 18
targets, 9 rhyming foils, and 9 unrelated foils. The test
was self-paced yes—no recognition with a 500 ms blank
screen separating each test trial. As before, instruc-
tions warned that some foils might rhyme with a stud-
ied word.

Results and discussion

Fig. 8 plots the P(old) for the three types of test items
and the three study conditions. Separate ANOVAs were
conducted on the targets, unrelated foils, and rhyming
foils. Each test confirmed an overall difference in
P(old) between the weak, strong, and different sentences
conditions for targets (F(2, 99)=28.99, p<.0001,
MSE = .014), unrelated foils (F(2, 99) = 3.48, p =.035,
MSE = .015), and rhyming foils (F(2, 99)=3.59,
p=.031, MSE=.027). All remaining statements are
based on significant Bonferroni-adjusted post hoc tests.

Embedding words in sentences during study pro-
duced a typical strength based mirror effect: the HR
was higher and the FAR to unrelated foils was lower
for the strong than weak condition. In addition, the
FAR for similar foils was lower for the strong than weak
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list. This set of data nicely replicated Experiment 1 (the
single item version) and again confirmed predictions of
REM.

Next compare the weak list and the different sentenc-
es list. Repeating items in the context of different sen-
tences improved memory for those items as evidenced
by the higher HR for the different sentences than the
weak condition. However, the FAR for unrelated foils
did not differ between the two conditions and neither
did the FAR for rhyming foils. The latter two findings
are not consistent with the model predictions when dif-
ferentiation is completely prevented. REM predicts that
FARs to unrelated and rhyming foils should increase
with target repetition, if each item presentation is stored
as a new trace. If each presentation of a repeated item is
stored in the same memory trace, then the model pre-
dicts that the FARs should decrease with target repeti-
tion. The data fall in the middle, the FARs are not
rising or falling, suggesting imperfect differentiation.

Why was the experimental manipulation not suc-
cessful at completely preventing differentiation? For
one, the sentences were not explicitly constructed to
highlight different meanings of the target words. In
addition, the set of 108 sentences presented during
the different sentences condition contained more unique
words than the other conditions, possibly adding noise.
Other strategies to prevent differentiation might include
presenting individual items with different encoding
tasks where each task is chosen to illustrate different
properties, presenting words with different definitions,
or presenting words in different temporal contexts. Fur-
ther research is needed to flesh out the conditions lead-
ing to different amounts of differentiation and the
effects of various levels of differentiation on subsequent
memory performance.

Evaluation of the REM model fits for Experiments 1-3

The open circles in Figs. 6-8 are REM’s fit to the
data. Best fits were not obtained due to the complexity
of the parameter space. Rather, the data were fit by
hand. The values of the similarity parameter and u were
allowed to vary. All other parameters were held constant
at the values listed earlier (i.e., ¢ = .70, g = .35, M = 20,
criterion = 1); these values are taken from previous
implementations of REM and should not be considered
free parameters for the present purposes. The same sim-
ilarity parameter (.33) was used for all experiments. A
value of u =0.28 was obtained for Experiments 1 and
2. In Experiment 3, sentences were studied and it seemed
reasonable to allow the probability of storing a feature
to differ from Experiments 1 and 2, in lieu of implement-
ing limited capacity, thus ¥ = .22. An additional param-
eter governed the probability that a new trace was stored
on each successive repetition of an item. To strengthen
the case that differentiation was partially prevented,
Fig. 8 displays the predictions of the model for the dif-
ferent sentences condition when differentiation is com-
pletely prevented (parameter value 1) and when
differentiation is completely successful (parameter value
0). This parameter was allowed to vary and reasonable
fits resulted from a value of 0.30, as also shown in
Fig. 8. If a new trace was not stored, then the memory
trace stored on the first presentation was updated (see
Malmberg, Holden, & Shiffrin, 2004 & Raaijmakers,
2003 for similar modeling strategies). For simplicity,
simulations of Experiment 3 only stored target items in
memory, ignoring the remaining words in the sentences
(and ignoring the potential for emergent associative fea-
tures e.g., Criss & Shiffrin, 2005, 2004a; Murnane &
Shiffrin, 1991). Each simulated participant had the same
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parameter values and the model was fit to group data
rather than individual participants. More suitable
parameter values might be obtained if the model were
fit to individual participants (i.e., Estes & Maddox,
2005). Despite the limited parameter search, fitting
group data, and the use of few free parameters, the mod-
el fits with relatively high accuracy.

Observation of Fig. 5 may lead the reader to mistak-
enly believe that the model can predict any pattern of
FARs if the appropriate similarity parameter is chosen.
Indeed, the similarity parameter determines whether the
FAR increases, decreases, or remains constant with tar-
get repetitions. However, the similarity parameter also
determines the overall level of FAR for similar foils,
with higher levels of similarity leading to more false
alarms. Both the overall FAR rate and the pattern of
FAR as a function of target repetition are jointly deter-
mined by the similarity parameter. For example, the
model cannot predict, a very high FAR (like those for
the similarity parameter greater than .50) that decreases
with target repetition. As for the specific value of the
similarity parameter, it is important to note that similar-
ity is not an attribute that can be objectively measured
and imported into models. Rather, similarity depends
on the context including such factors as the set of items
being considered and the bias of the rater (e.g., Gold-
stone, 1994; Tversky, 1977). Until more sophisticated
measures of similarity are constructed and/or REM
incorporates concrete measurable features (which
requires an accurate way to identify and measure the
features belonging to a concept, see Steyvers, 2000 for
one attempt), one cannot verify that any stimuli corre-
spond to an absolute level of similarity. Nevertheless,
the fact that the similarity parameter jointly determines
the overall level of FAR for similar foils and the pattern
across target repetition provides a reasonable degree of
confidence that the similarity parameter is not arbitrary.
Indeed the value of the similarity parameter was held
constant for fits to the current set of experimental data.
These fits produced reversals in the FAR pattern with
list composition, exactly as predicted by the model a
priori.

General discussion

The strength based mirror effect naturally falls out of
the REM due to the accrual of information in a single
memory trace during encoding. The higher HR for
strong than weak items is the result of a greater match
between a test item and its corresponding memory trace.
The lower FAR following a strong than a weak list is
due to the greater mismatch between a test item and
memory traces stored during the study of other items.
REM makes additional predictions about the FAR for
foils that are moderately similar to a studied item. If

item strength is manipulated between-list, the FAR to
foils that are similar to a strong item will be less than
the FAR for foils that are similar to a weak item. How-
ever, if item strength is manipulated within-list the
reverse is predicted. These predictions were confirmed
in Experiments 1 and 2, respectively. In the third exper-
iment, Ss studied target words embedded in sentences.
When sentences were presented once or three times each,
in a between-list design, the results mimicked Experi-
ment 1. When the same word was presented in three dif-
ferent sentences, the HR increased but the FARs to
unrelated foils and to similar foils did not change rela-
tive to the once presented condition. According to the
model, this is best explained by assuming imperfect dif-
ferentiation meaning that a repetition is sometimes
stored as a new episodic trace and other times an exist-
ing episodic trace is updated.

Implications for models

Many other accounts of the strength based mirror
effect assume that participants adopt a more strict crite-
rion for saying “old” following a strong than a weak
study list. The match to memory for the two sets of foils
is not different, rather Ss are simply more or less biased
to say ““old.” One might ask whether the new data refute
this criterion placement account. Unfortunately, there is
no simple answer. All models, including REM, require a
criterion parameter for responding old or new and the
criterion shift assumption can be adopted in any model-
ing framework. As mentioned earlier, it has been adopt-
ed by both single and dual process models, attesting to
its universal applicability. Thus, it is only fair evaluate
individual models.

Signal detection theory

Fig. 1 depicts SDT applied to memory. This is the
type of model often adopted when discussing the
strength based mirror effect (e.g., Stretch & Wixted,
1998; Verde & Rotello, in press). This framework
assumes a single distribution for unrelated foils, one that
does not change as a function of the strength of the stud-
ied items. There is no doubt that the current set of data
could be fit by SDT, with the following results.* First,
similar foils form a third distribution, with a mean great-
er than the unrelated foils. Second, the mean of the sim-
ilar foil distribution increases as the study items increase
in strength but the mean of the unrelated foil distribu-
tion remains unchanged (as in Fig. 1). A lenient criterion
for the weak relative to the strong list would then
account for the data from both unrelated and similar
foils as in Experiments 1 and 2. Turning to Experiment

4 Thanks to John Dunn for confirming this.
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3, the target distribution for the different sentences con-
dition has a mean located between the weak and strong
conditions. A slightly more lenient criterion is used for
the weak than the different sentences condition. The cri-
terion for the strong condition is considerably more
strict than the other two conditions.

Despite the ability of this model to fit the data, con-
ceptual problems exist. Some readers might find it pecu-
liar to assume the similar foil distribution is affected by
the strength of the studied items but the unrelated foil
distribution is not. In fact, one application of SDT to
foils belonging to the same category as a strong or a
weak studied item explicitly assumed a single foil distri-
bution regardless of target strength (Morrell et al.,
2002). Further, the above discussion implies that the cri-
terion is set based on the perceived memorability of the
study list (e.g., Benjamin & Bawa, 2004; Brown, Lewis,
& Monk, 1977; Hirshman, 1995), a proposal that has
been rejected by some (e.g., Verde & Rotello, in press).
The fundamental issue here is that signal detection the-
ory is a theory about how a signal is detected in the pres-
ence of noise. It is a descriptive model that can fit
existing data and has proven successful for a wide vari-
ety of tasks for many years (Green & Swets, 1966; Mac-
millan & Creelman, 1991; Wickens, 2001). However,
SDT is not a theory about the encoding and retrieval
processes that underlie human memory and thus has
no mechanistic account of memory and no theoretical
basis for the resulting fits. The purpose of this manu-
script is not to rule out the differential placement of
the criterion for different experimental conditions (see
Brown & Steyvers, 2005; Brown, Steyvers, & Hemmer,
in press; Heit, Brockdorff, & Lamberts, 2002 for relevant
discussion on the process of criterion selection). Rather,
the goal is simply to present an opposing account and
test predictions generated by that account. Additional
studies are required to determine the extent to which dif-
ferentiation or criterion shifts (or neither or both) under-
lie the strength based mirror effect and other related
phenomenon.

Fully informed likelihood models

Often the criterion shift account is contrasted with
fully informed likelihood models. Fully informed likeli-
hood models assume that the memory system takes into
account the statistics of the distribution of familiarity
values associated with both the old and the new stimuli
for each test condition of the experiment. The likelihood
of obtaining the familiarity value associated with a given
test item under each of the two relevant distributions is
computed and used as the decision variable. For the
strength based mirror effect, fully informed likelihood
models produce four separate distributions for weak
and strong targets and foils (similar in appearance to
Fig. 3). These distributions arise because the decision

process knows that a weak item is weak and a strong
item is strong and takes that into account when calculat-
ing the likelihood ratio. However, it is important to be
aware that the REM and SLiM are not members of
the class of fully informed likelihood models, contrary
to typical citation patterns in the literature. As exten-
sively discussed, the simulated distributions of REM pic-
tured in Fig. 3 arise are due to the accrual of repetitions
in a single memory trace. REM and SLiM do make use
of likelihood ratios, owing to the confusion. However,
these likelihood ratios are subjective likelihoods based
on the degree to which a test item matches the contents
of memory (see Egs. (2) and (3)). Unlike fully informed
likelihood models, no knowledge of the parameters spe-
cific to the experimental conditions are assumed when
computing likelihood ratios in either REM or SLiM
(see Criss & McClelland, in press for further discussion).

Attention Likelihood Theory (ALT) is a fully
informed likelihood model and has been extensively
applied to mirror effects arising from manipulating study
time, normative word frequency, part of speech, among
other variables (e.g., Glanzer & Adams, 1985, 1990).
ALT is a local access model in which the corresponding
item in memory, but no other stored memory traces,
participates in the decision. ALT cannot account for
changes in behavior due to the composition of the study
list, as found for moderately similar foils. The underly-
ing distributions for similar foils and targets do not dif-
fer as a function of whether item strength is varied
between or within-list, thus ALT should predict the
same pattern of data in both cases, in contrast to the
data.

Other models

SAC (Cary & Reder, 2003; Reder et al., 2000) has
adopted the criterion shift assumption to account for
strength based mirror effect. SAC assumes that words
are represented by individual nodes rather than features
and has not yet been extended to account for similarity
between targets and foils. Further, SAC assumes that
false alarms are due to the pre-experimental familiarity
of the test item and pre-experimental familiarity, by def-
inition, is not affected by encoding conditions. It is not
clear how SAC could account for the data from the
moderately similar foils without additional assumptions.

There are many other models of episodic memory
that deserve mention. Only the SLiM model incorpo-
rates differentiation and makes predictions that are qual-
itatively similar to those reported here.® Dennis and
Humphreys (2001) proposed a context-noise model
where the recognition decision is based on the match

5 Simulated distributions and response probabilities for SLiM
are available upon request.
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between the reinstated study context and the prior con-
texts stored with the test item. In this model, no items
from the study list participate in the decision and the
model predicts no effect of list length, list strength, or list
composition and cannot account for the current data
without additional assumptions. Murdock (2003)
accounts for both the word frequency mirror effect and
the spacing effect by assuming that the less familiar the
item, the greater the benefit of study. In the experiments
used here, foils from the strong and weak conditions
come from the same pool and are equally familiar. It
is not clear how the model could account for the
strength based mirror effect or the consequences for sim-
ilar foils. Other global matching models (e.g., Gillund &
Shiffrin, 1984; Hintzman, 1988; Murdock, 1997; Mur-
dock et al., 2001; Nosofsky, 1988) do not incorporate
the assumption of differentiation — they do not assume
that a strengthened item becomes less similar to other
unrelated items. Instead they assume that a new trace
is stored with each repetition of a studied item, making
a strength manipulation similar to a length manipula-
tion. As a result, they make predictions qualitatively
similar to those shown in the right column of Fig. 5,
regardless of whether study repetitions are manipulated
between or within-list. This is not to say that any of the
models discussed above are ruled out by the current set
of data. Rather they too could adopt an ad hoc criterion
shift at the expense of a less parsimonious account. Only
REM and SLiM predict the current set of data as a nat-
ural consequence of the encoding process.

Limitations of REM

REM has been successfully applied to a range of dif-
ferent memory tasks (e.g., judgments of frequency, asso-
ciative recognition, list discrimination, cued recall,
perceptual identification, and lexical decision, see Malm-
berg et al., 2004; Criss & Shiffrin, 2004a, 2005; Diller,
Nobel, & Shiffrin, 2001; Schooler, Shiffrin, & Raaijmak-
ers, 2001; Wagenmakers et al., 2004, respectively). How-
ever, REM is not without problems. REM has not been
extended to important findings such as serial position
functions, forgetting curves, or the spacing effect. More
problematic is that REM suffers a bit of an identity crisis
when applied to associative recognition (AR). The origi-
nal paper proposed that a pair was represented by two
concatenated vectors and AR was accomplished by
comparing the double-long vector to memory in the
same way that single item recognition was accomplished.
Later papers adopted a cued recall process (Diller et al.,
2001) or a recall-to-accept mechanism (Xu & Malmberg,
in press). My own work establishes the necessity of
emergent associative features that are unrelated to item
features and implements this assumption in REM (Ceriss,
2005; Criss & Shiffrin, 2004b, 2005). The representation-
al constraints and the retrieval process are not necessar-

ily in conflict. However, we have yet to agree on the
exact conditions requiring emergent associative features
and the exact conditions requiring recall in addition to
familiarity.

Related empirical findings

Two studies manipulating item strength and similar-
ity deserve further mention. First consider Morrell et al.
(2002). They conducted experiments somewhat similar
to Experiment 2 but found no difference in FAR for sim-
ilar foils as a function of item strength (but see Benjamin
& Bawa, 2004; Brown et al., in press). For example, in
Experiment 2 of Morrell et al, participants studied 20
items from category A 5 times each and 20 items from
category B 1 time each (or vice versa so that category
B items were repeated and category A items were not).
The similar foils were unstudied items from each catego-
ry. The relevant comparison is the FAR to items in a
given category when that category was strong versus
weak and Morrell et al. found no difference between
these FARs.

Shiffrin et al. (1995) also presented categories of relat-
ed items at study with each item from a given category
studied once or many times. They also manipulated
the number of exemplars per category, varying from 2
to 9 on a list with a total of 145 unique words. This ratio
is somewhat closer to the ratio used here, relative to the
Morrell et al. (2002) study. In addition, Shiffrin et al.
used less obvious categories in an effort to prevent par-
ticipants from adopting encoding strategies based on
the structure of the study list (e.g., generating unstudied
category members during study). In seven of eight cases
(e.g., comparing strong vs. weak for a fixed category
length) the FAR to foils from the strong category were
numerically higher than the FAR to foils from the weak
category. The average increase in FAR over all eight
conditions was 0.0385. The many conditions in their
study probably contributed to a lack of statistical power
to detect this small difference. Shiffrin et al. and Morrell
et al. concluded that the strength of similar studied items
has little effect on the overall familiarity of a test item. I
offer the alternative conclusion that in fact the strength
of similar studied items does influence the overall famil-
iarity of a foil item. However, that increase in familiarity
can be dominated by the match of the other unrelated
list items resulting in various interactions and reversals
as seen in the current set of data.

¢ Morrell et al. (2002) claimed that likelihood models predict
a decrease in FAR as a function of strength. They erroneously
included citations to REM and SLiM whereas this paper clearly
shows that the differentiation models predict an increase in the
FAR.



476 A.H. Criss | Journal of Memory and Language 55 (2006) 461-478

Fig. 5 shows that the predicted pattern of data for
highly similar foils (i.e., similarity parameter greater
than .50) is different from the predicted pattern for the
moderately similar foils used in these experiments. Plu-
rality reversed foils seem to fall in the category of highly
similar foils. FARs to such foils typically rise for the ini-
tial target presentation then remain relatively constant
or decrease slightly as the number of target presenta-
tions approaches double digits (Hintzman & Curran,
1995; Hintzman, Curran, & Oppy, 1992). The differenti-
ation models provide different accounts of this pattern:
REM adopted a recall-to-reject mechanism but SLiM
maintained the same familiarity-based process used for
unrelated foils (Malmberg et al., 2004 & McClelland &
Chappell, 1998, respectively). All of these studies manip-
ulated target repetition within-list. An untested predic-
tion of the models is what happens when target
repetition is manipulated between-list. REM and SLiM
predict that the FAR for very similar foils should mimic
the HR and rise with target presentation, if responses
are based on familiarity (at least for the relatively low
number of repetitions used in the current simulations).

Summary

Differentiation models offer an alternative account of
the strength based mirror effect, one based on the con-
tents of episodic memory rather than on criterion place-
ment. Differentiation is simply the accumulation of
information in a single memory trace with additional
repetitions, resulting in a reduction in the match between
a strong target and an unrelated foil compared to a weak
target and an unrelated foil. The similarity between a
target and similar foil rises as a function of the strength
of the studied item. However, the overall decision is
based on the total match to memory which includes
the match between the foil and the other unrelated stud-
ied items. Thus the FAR to similar foils might rise or fall
depending on the balance between the strength of the
many unrelated studied items and the strength of the sin-
gle related studied item.

When repetitions are varied between-list, the FAR to
unrelated foils and to similar foils decreases (Experiment
1) but when repetitions are mixed within a list, the FAR
to similar foils increases with the strength of the similar
item (Experiment 2), just as predicted. If differentiation
is completely eliminated, the FARs to similar foils
should rise even when repetitions are varied between-list.
Embedding repetitions of target words in different sen-
tences was partially successful in preventing differentia-
tion (Experiment 3). REM a priori predicted the
complex pattern of data reported here and produced
good quantitative fits. A criterion shift account cannot
be ruled out but requires additional and perhaps unsat-
isfactory assumptions.
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