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Abstract—People and machines perform tasks differently. Building op-
timal systems that include people and machines, requires understanding
their respective behavioral properties. The task of decision fusion is
considered and the performance of people is compared to the optimal
fusion rule. Our behavioral experiments demonstrate that people perform
decision fusion in a stochastic manner dependent on various factors,
whereas optimal rule is deterministic. A Bayesian hierarchical model
is developed to characterize the observed human behavior. This model
captures the differences observed in people at individual level, crowd level,
and population level. The implications of such a model on developing
large-scale human-machine systems are presented by developing optimal
decision fusion trees with both human and machine agents.

Index Terms—human decision-making, decision fusion, Bayesian hier-
archical modeling, sociotechnical systems

I. INTRODUCTION

Decision-making is the process of selecting an alternative among

multiple choices based on the collected evidence. Such processes

are highly prevalent in our daily life. Decision fusion is the process

of integrating decisions made by multiple entities about the same

phenomenon into a single final decision. The typical framework of

parallel decision fusion is shown in Fig. 1, where a set of local

decision makers (LDMs) observe a phenomenon and make decisions

regarding its presence or absence (Yes/No binary decisions). These

local decisions are received by a global decision maker (GDM) who

fuses the received data to make the final decision.

In the signal processing literature, such problems have been ex-

tensively studied when all the decision makers are machines/sensors

[1]–[4] and optimal decision rules at both LDM and GDM have been

designed under various assumptions [1], [5], [6]. When the GDM

is an optimized fusion rule but the LDMs are humans, the above

framework addresses the paradigm of crowdsourcing for distributed

inference tasks [7]–[9]. In such systems, one can analyze the system

performance and design simple easy-to-perform tasks to improve the

overall performance of the system [10].

To engineer systems where the GDM is also a human, it is of

interest to understand how people fuse decisions. This work studies

decision fusion by humans via behavioral experiments and demon-

strates differences from optimal approaches. Based on experimental

results, we develop a particular bounded rationality model (cf. [11]).

The problem of fusing multiple human decisions has been inves-

tigated in different contexts in the psychology literature (see [12],

[13] and references therein). Such a framework is very similar to the

problems in social choice theory, and voting. Based on these prior

works and also our new experimental data, it can be inferred that

human behavior is non-deterministic in general. Therefore, Bayesian

hierarchical modeling approaches [14] are adopted to describe such

behavior. Due to the hierarchical nature, this model encompasses

‖ Work performed while with Syracuse University.

Fig. 1. System model consisting of LDMs and a GDM.

human variation observed at various levels: individual level, crowd

level, and population level. On an individual level, every human has a

different bias which affects his/her decision fusion process. A crowd

is a collection of people who have similar understanding due to

cultural, societal, or other factors, and therefore, might have similar

characteristics in performing tasks. On a population level, there are

differences in societies, cultures, or demographics, which affect the

decision fusion process.

Making use of our Bayesian hierarchical model of human behavior,

we develop optimal decision fusion trees with both human and ma-

chine agents. In particular, we incorporate the randomness associated

with human behavior into the design of fusion rules and show the

improvement in performance by using the fusion rule developed in

this paper.

The remainder of the paper is organized as follows: In Sec. II,

we describe psychology experiments to understand human decision

fusion, especially in comparison to optimal fusion rules. After

establishing that the existing decision fusion models of machines

cannot explain the human behavior, in Sec. III, we build Bayesian

hierarchical models to explain the observed behavior. In Sec. IV, we

discuss its implications by demonstrating its effect on the design of

large-scale sociotechnical systems. We conclude the paper in Sec. V.

II. EXPERIMENTS AND DATA ANALYSIS

Sec. II-A describes the experiments designed to study decision

fusion by humans. The collected data is analyzed in Sec. II-B and

the performance of humans is compared with that of optimal rules.

A. Experimental design

To understand the decision fusion behavior in humans, experiments

replicating the process of Fig. 1 were designed. Human subjects

consisting of undergraduate students of Syracuse University were

enrolled for this task. The experiment consisted of data collection

in two stages: the first stage models the local decision-making and

the second stage models the data fusion aspect. The experiment is that

of a memory-based task and is described as follows. Consider a target

set of 100 words D and a distinct set of 100 distractor words N ,
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Fig. 2. Distribution of subjects’ match value between the human decision
and the CV rule’s decision.

with S = D∪N . For the first stage, human subjects (called sources)

took part in a recognition task where they first memorized D, then

performed a local decision for each s ∈ S as to whether s ∈ D or

s ∈ N . In the second stage, a new set of human subjects had to

decide whether the word was present in the original database D by

using decisions from the sources. These human subjects of second

stage replicate the role of a GDM (Fig. 1). Note that these decision

makers of second stage have no direct access to the database; their

only source of information is from the sources. Local decisions from

a variable number of sources (N ) were presented to these subjects.

This value N was either 2, 5, 10, or 20. The subjects were also

presented with the sources’ reliabilities and bias values. These values

play the role of probability of detection and false alarm used in

signal processing literature. Each dataset of the resulting dataset has

the following information: word s, true hypothesis of s (s ∈ D or

s ∈ N ), number of sources for this particular task (N ), sources’

decisions and reliabilities, and the fused decision reported by GDM.

B. Data analysis

This section presents a summary of the analyzed data. First, the

optimal decision fusion rule [5] is presented for comparison.

Optimal fusion rule: When the sources’ reliabilities are known,

optimal decision fusion is achieved by the Chair-Varshney (CV) rule

[5]. Represent the “Yes/No” decisions of ith LDM as

ui =

{
+1, if the decision is “Yes”,

−1, if the decision is “No”.
(1)

After receiving the N decisions u = [u1, . . . , uN ], the global

decision u0 ∈ {−1,+1} is made as follows:

u0 =

{
+1, if a0 +

∑N
i=1 aiui > 0,

−1, otherwise,
(2)

where a0 = log P1
1−P1

,

ai =

{
log

1−PM,i

PF,i
, if ui = +1,

log
1−PF,i

PM,i
, if ui = −1,

for i = 1, . . . , N , and P1 is the prior probability that the underlying

hypothesis is “Yes” (+1), PM,i, PF,i represent the missed detection

and false alarm probabilities respectively, of the ith decision maker.

How efficient are people?: To determine how efficient humans

are at fusing decisions, the final decisions by 21 human subjects

are compared with the decision from the Chair-Varshney rule.1 Each

human subject at the second stage typically performed 100 trials, 25

each with N = 2, 5, 10, 20. The final decisions made by the humans

match the optimal rule around 80–90% of the time. The closeness

with the optimal fusion rule increases with an increase in N from

1Note that in our setup, P1 = 0.5, implying a0 = 0.

Fig. 3. 2-step model where the first step determines a deterministic decision
using CV rule and the second step models the randomness of human decision-
making. Here α and β are hyperparameters that capture the randomness in
match value.

2 to 20. By defining the match value of a subject as the fraction of

times his/her decision matches the decision of the CV rule with the

same input data, individual participant’s performance is compared.

Although there is 80–90% match overall, closer examination shows

that the individual match value has a lot of variation across subjects.

For example, when N = 5, while one participant had a low match

value of 0.54, another participant had a high match value of 0.98.

Fig. 2 shows the distribution of the match value between the human’s

decision and the CV rule’s decision for different values of N .

Therefore, a single decision fusion rule (such as the CV rule) cannot

capture the human behavior. Next, we develop a model to represent

the observed human behavior.

III. BAYESIAN HIERARCHICAL MODEL

In this section, a Bayesian hierarchical model is developed which

characterizes the human behavior at fusing multiple decisions.

A. Description of model

The phenomenon of different match values across individual

participants can be represented as a random variable following a

distribution as shown in Fig. 2. Such a model captures the individual

differences in humans while fusing multiple decisions. As mentioned

before, the differences among humans can be at multiple levels:

individual level, crowd level, and population level. The individual-

level decision model is described below (Fig. 3):

• A deterministic decision v is determined using the optimal

fusion rule (CV rule).

• The next step is a randomization step, where a match value p
is sampled from a distribution fp(·).

This distribution fp(·) is determined by fitting a model to experimen-

tal data in Fig. 2. The final decision is now given by:

d =

{
v, with probability p,

1− v, with probability 1− p.
(3)

Due to the limited number of data points, a bootstrap model is used

for data fitting, where n = 15 data points among the total T = 21
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Fig. 4. Distribution fp(·) of match value p, based on data fitting. The mean
value is also highlighted.
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Fig. 5. Bayesian hierarchical model of decision fusion by humans.

data points are randomly selected for which a Beta distribution with

parameters α and β are fit. This process is repeated Nmc = 1000
times. If αj and βj represent the parameters from the jth trial, the

final parameters are decided by taking an average of these parameters.

The results are shown in Fig. 4. An interesting observations is that

the distribution fp(·) shifts to the right and the mean increases with

increase in N .

Clearly the exact values of α and β are themselves dependent on

the crowd considered, i.e., they depend on the number of sources,

whether they are college students or online participants, the demo-

graphics of the participants, etc. This takes us to the higher level

in the model where these values of α and β, or in other words,

the distribution fp(·) itself is dependent on the underlying crowd

chosen for the task. Different crowds would have different values

of α and β. Hidden variables like demographics, motivation, etc.

can affect the parameters of the randomized decision rule model

discussed above. Therefore, continuing on the Bayesian modeling

approach, these parameters α and β can be modeled as random

variables sampled from a distribution with parameters P (population

parameters). Population parameters govern the entire population as a

whole from which different sets of crowds are sampled. This complete

model can be captured by Fig. 5.

IV. OPTIMAL DESIGN OF SOCIOTECHNICAL SYSTEMS

From the proposed model, it is clear that for a complete study,

one has to repeat human subject experiments with different crowds,

to determine the population parameters and their effect on the crowd

parameters α and β. For example, one might get different results

from online participants, such as Turkers from Amazon Mechanical

Turk2, as compared to a group of college students [15]. From

the experiments, an ensemble of parameters can be determined,

which will help us in getting population-level insight into individual

differences regarding how people fuse decisions. Such a hierarchical

model can be used for understanding and designing larger signal

processing systems that have a human decision fusion component

such as distributed detection systems [1], [16] where each agent is

not a single cognitive agent, but rather a human-based decision fusion

system (Fig. 6). Also, cognitive agents in such systems may be drawn

from a specialized sub-population.

Here we consider designing sociotechnical systems with machines

and with humans, as modeled through our hierarchical Bayesian

framework. Consider a system like Fig. 6 where multiple levels

of decision makers are present in the system with human decision

makers fusing data from multiple subordinate agents (humans or

sensors) before sending their fused observations to a final fusion

center. If these last level agents were sensors/machines rather than

humans, one can use the optimal fusion rule to fuse the data [5].

Note that this optimal fusion rule weighs the decisions with their

‘reliabilities’ which are deterministically known. However, when the

final fusion center receives data from humans, one needs to use the

Bayesian hierarchical model of human decision fusers to design the

fusion rule at the FC. 3

Considering the Bayesian formulation, the optimal fusion rule at

the FC are developed by adopting a methodology similar to [5]. Let

2https://www.mturk.com/
3Note there are two kinds of hierarchies considered herein: the Bayesian

hierarchy for human modeling and tree hierarchy of decision-making.

Fig. 6. Hierarchical system consisting of human decision fusion components.

the phenomenon of interest be a binary hypothesis testing problem

with prior probabilities P (H0) = P0 and P (H1) = P1 = 1 −
P0. Assume that the FC receives decisions from Nc human decision

fusion components. We represent their decisions by di ∈ {−1,+1},

where di = −1(+1), if the ith component’s decision is H0(H1).
The FC makes the final decision d0 = f(d1, . . . , dNc) using the Nc

decisions based on the fusion rule f(·). The goal is to design the

optimal fusion rule f(·) based on the hierarchical decision-making

model of the components as discussed above (see Fig. 5).

The optimal decision rule that minimizes the probability of error

at the FC is given by the following likelihood ratio test

P (d1, . . . , dNc |H1)

P (d1, . . . , dNc |H0)

H1

≷
H0

P0

P1
, (4)

or equivalently,

log
P (H1|d1, . . . , dNc)

P (H0|d1, . . . , dNc)

H1

≷
H0

0. (5)

This optimal fusion rule can be written as

log
P1

P0
+
∑
S⊕

log
P (di = +1|H1)

P (di = +1|H0)
+
∑
S�

log
P (di = −1|H1)

P (di = −1|H0)

H1

≷
H0

0,

(6)

where S⊕(S�) is the set of all components that reported a decision

di = +1(−1).
The terms in (6) can be further simplified as

P (di = +1|H1)

= P (di = +1, di,CV = +1|H1) + P (di = +1, di,CV = −1|H1)

= P (di = +1|di,CV = +1)P (di,CV = +1|H1)

+ P (di = +1|di,CV = −1)P (di,CV = −1|H1)

= piPd,i + (1− pi)(1− Pd,i)

= 1− pi − Pd,i + 2piPd,i

where di,CV ∈ {−1,+1} is the decision that the ith human fusion

center would make using the optimal CV rule, pi is the match value

of the ith human, and Pd,i � P (di,CV = +1|H1). Similarly, the

expressions for P (di = +1|H0), P (di = −1|H1), and P (di =
−1|H0) can be derived as a function of Pf,i � P (di,CV = +1|H0).

This simplifies the optimal fusion rule (6) as

log
P1

P0
+
∑
S⊕

log
1− pi − Pd,i + 2piPd,i

1− pi − Pf,i + 2piPf,i

+
∑
S�

log
pi + Pd,i − 2piPd,i

pi + Pf,i − 2piPf,i

H1

≷
H0

0. (7)

Note that the above expression requires the knowledge of indi-

vidual match values. When this knowledge is not available, but the

crowd parameters α and β are known (refer to Fig. 5), it is not very

difficult to see that the only change in the optimal fusion rule will

be to replace pi with E[pi] =
α

α+β
. Therefore, when all the decision
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ΔPe =

⎧⎪⎪⎨
⎪⎪⎩
∑K∗−1

i=K∗
sen

(
Nc
i

) [
P0

(
β+(α−β)Pf

α+β

)i (α−(α−β)Pf

α+β

)Nc−i

− P1

(
β+(α−β)Pd

α+β

)i (
α−(α−β)Pd

α+β

)Nc−i
]
, if K∗ > K∗

sen,∑K∗
sen−1

i=K∗
(
Nc
i

) [
P1

(
β+(α−β)Pd

α+β

)i (
α−(α−β)Pd

α+β

)Nc−i

− P0

(
β+(α−β)Pf

α+β

)i (α−(α−β)Pf

α+β

)Nc−i
]
, if K∗ < K∗

sen

(8)

fusion components are identical (same number of sources, identically

distributed sources, etc.), then the optimal fusion rule becomes a K
out of N rule. The optimal K∗ is easy to derive and is given by

K∗ =

⎡
⎢⎢⎢⎢
log P0

P1
−Nc log a

∗
�

log
a∗
⊕

a∗
�

⎤
⎥⎥⎥⎥ , (9)

where

a∗
⊕ =

1− α
α+β

− Pd + 2 α
α+β

Pd

1− α
α+β

− Pf + 2 α
α+β

Pf
=

β + (α− β)Pd

β + (α− β)Pf

and

a∗
� =

α
α+β

+ Pd − 2 α
α+β

Pd

α
α+β

+ Pf − 2 α
α+β

Pf
=

α+ (β − α)Pd

α+ (β − α)Pf
.

If these data fusion components of Fig. 6 are from different crowds,

one can go higher in the Bayesian hierarchical model and use the

population parameters to determine the optimal fusion rule. Also, any

machines using CV rules in the penultimate level of the hierarchical

sociotechnical system can be regarded as a human agent with a

perfect match value of 1. Such a generality can help us in potentially

constructing arbitrary-depth trees of sociotechnical decision-making,

where humans are modeled and the machines are optimized.

In the following, the benefit associated with the Bayesian hierar-

chical model is characterized. Consider the case when such a model

of human decision fusion is ignored, then the optimal K∗
sen for the

K out of N rule is given by

K∗
sen =

⎡
⎢⎢⎢
log P0

P1
−Nc log

1−Pd
1−Pf

log
Pd(1−Pf )

Pf (1−Pd)

⎤
⎥⎥⎥ . (10)

The error probability for fixed K is

Pe(K) =

P0

Nc∑
i=K

(
Nc

i

)(
β + (α− β)Pf

α+ β

)i (
α− (α− β)Pf

α+ β

)Nc−i

+P1

K−1∑
i=0

(
Nc

i

)(
β + (α− β)Pd

α+ β

)i (
α− (α− β)Pd

α+ β

)Nc−i

.

Therefore, the performance loss by ignoring the effect of humans in

the system is due to the mismatched K value and is given by (8).

In Fig. 7, the performance gain by using the Bayesian hierarchical

model is plotted against different values of prior probability. The

parameters used are Nc = 5, Pd = 0.9, Pf = 0.1, α = 5, and

β = 3. As can be observed, by utilizing the knowledge of human

decision fusion components in the system during system design, one

can improve the performance by around 35% on an average.

The sudden jump in performance gain around priors P0 = 0.1
and P0 = 0.9 is due to the chosen values of Pd and Pf and can

be analytically determined using the expressions in (9) and (10).

Also, note that the region around P0 = 0.5 for which there is

no performance improvement is due to the situation when the term

dependent on the prior dominates the other terms in the expressions

of K∗ and K∗
sen, thereby resulting in equal values. The width of this

region where there is no performance gain depends on the values

of α and β as we can see in Fig. 8, as P0 = 0.3 is outside this
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Fig. 7. Percentage improvement in system performance by using the Bayesian
hierarchical model for system design with varying prior probability.
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Fig. 8. Percentage improvement in system performance by using the Bayesian
hierarchical model for system design with varying values of β and α = 0.5.

region for β ≥ 1.5 while it is within this region for β < 1.5. Similar

observations can be made for different values of priors.

V. DISCUSSION

In this paper, the decision fusion problem has been considered. It

was first observed for a system involving humans that a deterministic

optimal fusion rule, such as the Chair-Varshney rule, does not

characterize the human behavior, since data fusion by humans is

not deterministic in nature. For a given set of data, the optimal

deterministic rule gives the same output at any time instant. On the

other hand, the output changes for different humans and in some

cases, for the same human at different time instant, as pointed by

Payne and Bettman in [17]. This suggests the use of a randomized

decision rule, which was the focus of the next part of the paper.

Hierarchical models have been developed which characterize this

behavior. The effect of such models on the design of larger human-

machine systems has been demonstrated.

Currently, the data is being analyzed to identify the individual cases

when the decisions of humans do not match the CV rule’s decision.

A psychological understanding of these particular cases can help us

in comprehending this complex phenomenon. Time-constrained tasks

are being considered, to verify if heuristic rules such as pick-the-best
rule would work under such time-constrained situations.
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